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Executive Summary 
 
The goal of the Center for Radiative Shock Hydrodynamics (CRASH) is to develop and 
demonstrate methods for the Assessment of Predictive Capability (APC) of complex 
computer simulations, by working with simulations of radiative shock experiments 
performed on high-energy laser systems. The radiative shocks are driven in xenon gas by 
a Be plasma accelerated to > 150 km/s by laser ablation. The simulations are based on 
adding capability to two codes: the Block-Adaptive Tree, Solar-wind Roe-type Upwind 
Scheme (BATSRUS) code used extensively in space weather modeling by the University 
of Michigan (UM), and the Parallel Deterministic Transport (PDT) code developed 
initially for neutron transport calculations on massively parallel computers by Texas 
A&M University (TAMU).  
 
Since being funded on April 15, 2008, CRASH has released a 1.0 version of a modified 
BATSRUS code, and has used it for initial studies to gain experience with the end-to-end 
process of uncertainty quantification and assessment of predictive capability. Our first 
assessment of predictive capability, using one-dimensional simulations, is discussed in 
this report. This experience with all the elements of the process now guides our planning 
as we move to more complete and realistic studies.   
 
We will soon release CRASH 2.0, which includes multigroup-diffusion radiation 
transport, dynamic adaptive mesh refinement, and electron heat transport, completing the 
minimum set of physics that we expect to be needed to model our physical system. Our 
attention now turns primarily to improvements that are needed for more efficient 
operation, to sources of numerical error, to more extensive code validation, and to the 
integration of the higher fidelity PDT model.  
 
We have also now conducted two experimental sequences, the first aimed at quantifying 
experimental variability and the second at calibrating the initialization of our models. We 
will design our next experimental sequence with substantial input from our predictive 
capability analysis now underway.  
 
Our progress in all the above areas is discussed in the present report.  
 
Training of graduate students is an important aspect of CRASH. At present, we have 21 
graduate students whose research is or will be supported at least in part by the center. 
Three previous students completed their dissertations during the past year. These students 
are working on all aspects of the project, including experiments, fluid dynamics 
modeling, radiation transport methods, uncertainty quantification, and APC methods.  
 
The second annual review of the center was held in October 2009. Our plans for the next 
year are strongly responsive to the recommendations of the review team. Specific details 
are included in the present report and especially in our plans for the next year.  
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1. Year 2 Report  
 
The present section is our technical report. It summarizes the work we have accomplished 
from April 2009 through January 2010 and connects with our plans for the next year.  
 

I. Project Overview  
 
The overarching goal of the CRASH project is to use scientific methods to assess and to 
improve the predictive capability of a simulation code, based on a combination of 
physical and statistical analysis and experimental data. The specific focus of the project is 
radiative shocks, which develop when shock waves become so fast and hot that the 
radiation from the shocked matter dominates the energy transport. This in turn leads to 
changes in the shock structure. Radiative shocks are challenging to simulate, as they 
include phenomena on a range of spatial and temporal scales and involve two types of 
nonlinear physics – hydrodynamics and radiation transport. Even so, the range of physics 
involved is narrow enough that one can seek to model all of it with sufficient fidelity to 
reproduce the data.  
 
The CRASH project builds upon the basic 
physical system shown in Figure 1. Ten (0.35 
µm wavlength) laser beams from the Omega 
laser1 are incident on a 20-µm thick Be disk, at 
an irradiance of ~ 7 x 1014 W/cm2 for 1 ns. 
This shocks the Be and then accelerates the 
resulting plasma to > 100 km/s. The leading 
edge of this plasma drives a shock into Xe gas 
at 1.1 atm pressure with an initial velocity of ~ 
200 km/s. This produces the observable 
structures shown schematically in Figure 1b 
and by a radiograph in Figure 1c. The radiation 
from the shocked Xe preheats the unshocked 
Xe. It also ablates the shock-tube wall, 
producing a “wall shock” that drives the Xe 
gas inward. Where this wall shock meets the 
primary shock, the shock-shock interaction 
produces a measurable deflection of the dense 
Xe flow (dark in the radiograph). The Xe that 
flows through both the wall shock and the 
oblique portion of the primary shock ends up 
with higher velocity and forms the material 
described as entrained Xe. On a finer scale 
than is seen in the radiograph, the shocked Xe 
ions, which are initially heated to hundreds of 
eV, cool rapidly as they ionize and heat the 
electrons, and the heated electrons radiate most 

 
Figure 1. (a) Schematic of a radiative 
shock experiment. (b) Schematic of 
features in radiograph. (c) Radiograph. 
The structure in the dense Xe may be due 
to a Vishniac-type instability.   
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of their energy away. In 
response, the shocked Xe 
layer, which is optically very 
thick, becomes several times 
denser. The resulting final 
temperature in the shocked 
matter and characteristic 
radiation temperature is 
about 40 eV. In contrast, the 
radiation mean free path in 
the unshocked Xe is much 
longer and the radiation 
transport is not diffusive.  
 
The project goal described 
above has implications for 

the execution of the project, illustrated in Figure. 2. During this past year we have 
covered most of this plot for the first time. The green colors illustrate those places in the 
project where  uncertainty quantification enters into the project activity. We will use this 
figure to illustrate and discuss the project elements. Just to the left of the center of the 
figure is a bubble labeled “Run set definition”. The task of this activity, which involves 
both statistical analysis and physical evidence, is to define a set of computer simulation 
runs that cover in a sensible way the space of uncertainty associated with the physical 
system of interest and our models of it. We will return to this task after discussing the 
three bubbles that feed into it.  
 
The bubble at the upper left describes the physical information that is necessary to 
characterize the initial physical conditions for the simulation runs. The first element of 
this is data from and about the physical experiments. This includes both measured results 
and experimental uncertainties, such as the actual thickness of the Be disk. In the past 
year we used the results of experiments in October 2008 regarding shock position at 13 
ns as input to our first predictive capability study, which used 1D simulations. In 
December 2009 we obtained data regarding the shock penetration through the Be disk, 
which will become the primary evidence used in calibrating the physical conditions used 
as input to the CRASH code.  
 
Because the CRASH code does not model laser energy deposition, simulation runs using 
the Lagrangian, radiation-hydrodynamics code HYADES, in combination with physical 
data, are used to produce the initial conditions for CRASH. Our 1D study, described in 
more detail below, involved several hundred HYADES runs used to determine conditions 
at 1.3 ns into the experiment. There were multiple elements of uncertainty quantification 
associated with this process. This set of runs was designed using statistical methods to 
span the 15 variables judged to be of greatest potential importance. The variables 
reflected analysis of the experimental inputs and data and analysis of the variables that 
were inputs to the code. We analyzed the results of these runs to extract features from 
them and produce a “Physics Informed Emulator”, in which for 1.3 ns we statistically 

 
Figure 2. This chart shows how the elements of the CRASH 
project interact.  
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described the profiles of the physical variables and their variations. We used this 
emulator to define the input space for the CRASH run set.  
 
A final element of the upper left bubble has been the initiation of a set of 2D HYADES 
runs, also described below, for our next predictive capability study. The 1D analysis 
showed that most of the 15 variables used were not significant. Also, further evaluation 
of the experimental uncertainties showed that the laser pulse never extends beyond 1.1 
ns, which has become our new initiation time for the CRASH simulations. We developed 
methods that have reduced the manpower required to complete one of these runs by at 
least an order of magnitude. This new, statistically designed run set covers five variables 
with an initial set of 64 runs (all done) followed by an additional 40 runs in sets of 10 
(now in progress).     
 
The lower left bubble in Figure 2 designates the development, testing, and 
characterization of the CRASH simulation code. This has included the addition of 
features to the previously existing BATSRUS code. The CRASH 1.0 release of nearly a 
year ago included a gray-diffusion radiation model, a level-set method for interface 
tracking, and other features needed to model this high-energy-density system. The 
CRASH 2.0 release, which is imminent, includes multigroup diffusion, electron physics 
and electron heat conduction, and dynamic adaptive mesh refinement. These features are 
discussed at length below. CRASH 2.0 contains the minimum set of features we believe 
should be necessary for reasonably accurate modeling of the experiment. The PDT code, 
which implements a higher fidelity radiation transport method, is now ready for 
integration with BATSRUS. Both BATSRUS and PDT have very extensive suites of 
verification tests, run on multiple platforms on a regular basis. These are described in 
more detail below. In the next year we will supplement these with additional verification 
tests, validation studies, and quantitative assessments of numerical uncertainties.  
 
The final bubble that provides input to a CRASH run set is labeled “Physics.” This 
designates the evaluation of physical parameters that are needed by the code, notably 
equations of state (EOS), opacities, and physical coefficients. The CRASH code can 
accommodate tabular input for EOS and opacities. Our baseline method is to generate 
these from a self-consistent model based on first principles. The reasons for this and the 
results to date are discussed below.  
 
Returning then to the “Run set definition” bubble, a CRASH run set is statistically 
defined to cover (in principle) variations in the initial conditions, in the physical 
parameters, in features that determine numerical accuracy, and in model fidelity. In 
practice, sensitivity studies and perhaps other methods are used to select those variables 
having the most significant impact on the results of interest. The run set definition leads 
to a CRASH run set. We have done a number of run sets, using 1D or 3D CRASH, 
discussed below.  
 
The bubble labeled “UQ analysis” covers a range of activities that utilize the output of 
CRASH run sets, indicated schematically by other features on the chart. The other input 
to these activities is experimental data and independent analysis of its uncertainties, as 
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illustrated. At present, these data are extracted from the radiographs obtained in October 
2008. The outputs of the CRASH run set are then post-processed to extract the same 
features that can be measured from the physical data, such as the shock position and the 
“triple point” where the primary and wall shocks interact, as seen in Figure 1. We then 
analyze these results in conjunction with the physical data to produce an assessment of 
the accuracy of the predictions and of model errors. Formally, these results provide 
posterior distributions of those input parameters considered as calibration parameters, and 
distributions of output parameters, as shown on the chart.  
 
When this process is undertaken using the definition of a future experiment as the basis 
for the runs and analysis, which will happen for the first time in the next year, the result is 
a prediction and an assessment of predictive capability for that experiment. We will first 
apply this to the year-3 experiment, which will defined this coming summer with input 
from our UQ process. It will then be applied to the year-5 experiment, which features a 
radiative shock driven through a nozzle and into an elliptical tube.  
 
The UQ analysis of the run sets, combined with other knowledge of the physical system 
and the project, then forms the basis for decisions about priorities as the project moves 
forward. The upper right bubble illustrates this, and the fact that this leads us to loop back 
and take another pass through the process. Finally, another aspect of UQ analysis of run 
sets is to do verification of the UQ methods (shown as the “V” in the bubble). One such 
study, involving a shock-tube problem, is discussed below.    
 
Two important aspects of the project are not captured fully by the chart in Figure 2. The 
first of these is physics. Both annual review reports have emphasized the importance of 
advancing our understanding and documentation of the physics of the CRASH system. 
To this end we have produced a “CRASH basics” document used by the team to 
understand the basic behavior of the system and many of the physical parameters of 
interest. We also have produced documentation describing in detail our EOS and opacity 
calculations. In addition, we have published or submitted several papers further 
describing the properties and behavior of the CRASH system,2-7and have others in 
preparation.  
 
The second, additional important aspect of the project is education and training. Training 
of graduate students is an important aspect of CRASH. At present, we have 21 graduate 
students whose research is or will be supported at least in part by the Center. Their 
research activities, and those of our three recent graduates, are described in a section 
below. These students are working on all aspects of the project, including experiments, 
fluid dynamics modeling, radiation transport methods, and APC methods. Many of these 
students, and students from other research projects, are attending the course in predictive 
science that we are now offering. In addition, several of these students, and several from 
outside the CRASH project, are enrolled in the Scientific Computing certificate program. 
This program requires several courses in numerical methods, several courses in computer 
science, in addition to the requirements for the PhD in the student’s home department. 
Some of the CRASH students enrolled in the certificate program are pursuing the 
Predictive Science track of the Scientific Computing certificate. This track requires the 
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new course “Uncertainty Quantification for Large-Scale Engineering Simulations, 
offered by CRASH faculty starting this semester (Winter 2010) 
 

II. Assessment of Predictive Capability (APC)  
 
Our overarching project goal is to develop a simulator – the CRASH code – that can 
predict radiative shock behavior in an unexplored region of the experimental input space 
– the elliptical tube – after being assessed in a different region of input space that has 
been explored by experiments. Our unique intended contribution is to be the first 
academic team to use statistical assessment of predictive capability to systematically 
guide improvements in simulations and improvement in experiments so as to produce 
new predictions of improved accuracy, and to demonstrate this improvement by 
experiment. CRASH employs both sensitivity studies, to assess which aspects of the 
physical system are important and which are not, and predictive model construction, to 
assess the probability distribution functions of both physical parameters and experimental 
outputs. The present section provides an overview, describes our first end-to-end 
predictive study, and reports some related work.  
 

A. Overview of CRASH UQ methodology  
 
Predictive science is more than prediction. Predictive science is the use of physics 
modeling, often realized in complex computer codes, to forecast what would be observed 
in reality should a field experiment be conducted in reality. Such a forecast should 
include: 

• estimates of the sensitivity of the output 

 

y  to variations in the input (x, θ)  
• an understanding of the significant sources of uncertainty that effect the output 
• the construction of a predictive distribution of outputs 

 

y . 

Here x and θ designate experimental parameters and physical constants, respectively. 
These are discussed further below. Successful prediction means that the field 
experimental result is, with reasonable probability, within the range predicted by the 
code. Successful prediction can be hampered by inadequate physics modeling, ignorance 
of physical constants, lack of numerical convergence or robustness, or inherent natural 
limits due to sensitivity (as arises, for example, in chaotic phenomena). Within the 
context of our uncertainty quantification, predictive modeling means computing an 
estimate of the probability distribution function (pdf) of the outputs generated by the pdf 
of the inputs for a prospective field experiment, informed by both simulation and prior 
field experiments. At the least, we would want an: 

• estimate of the mean output (over the input uncertainties) 
• estimate of the variance (or other uncertainty measure) of that mean. 

But in general we want an estimate of the pdf of the simulation output that accounts for 
• uncertainties in physics parameters θ 
• uncertainties in experimental/design inputs x  
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• errors due to numerical methods 
• uncertainties due to predictive model construction (statistical fitting) 
• uncertainties in the physics modeling 

all informed by comparison to a set of prior field experiments. 
 
There can be uncertainty in the input that is not strictly probabilistic. As an example of 
the latter, the environmental conditions of the system might not be known, or known only 
within a range that is not reducible. This kind of uncertainty arises in engineering design, 
where the precise external loading on the system will not generally be known, but these 
inputs are design specifications and are not random. 
In prediction and code improvements, there are two programs of research available:  

• Using the combination of the code and field experiment data we can produce a 
combined predictive model that is a better predictor than is either alone, but 
realistically this program only allows us to predict in areas of input space in which 
we have code runs and data. This is in some sense interpolation based on code and 
field experiments. 

• Using the combination of code and field experiment data as well as expert 
judgment, to systematically indicate areas in need of modeling improvement, and 
to use the improved code to make predictions in new regimes of input space in 
which we may not have experimental results from the field. This is true 
prediction: extrapolation to a new region in which we can simulate, but have not 
yet collected field observations. 

The second program, which is generally aligned with the CRASH project requirements, 
needs techniques that can systematically quantify for us the extent to which our code is 
predictive in areas of input space that we have measured with field experiments, and 
statistical tools that can tell us where best to perform a next simulation run or a next field 
experiment. The complete prediction of uncertainty requires us to combine multiple input 
sets around any nominal field experiment, with input values drawn from best estimates of 
the pdfs for those inputs. This allows a mapping to the pdf from the inputs to the outputs, 
thereby providing information on uncertainty of the predictions. 
 
Figure 3 illustrates our system of codes and related parameters. Our tools for studying our 
system consist of a code system, which is initialized with data 

 

Y
HP

. The output of this 
code system, 

 

Y
C

, is post processed into data 

 

Y
S
 that can be directly compared with 

experimental diagnostics, 

 

Y
E
. Each experiment corresponds to a physical setup x, which 

includes data about geometry, materials present, the time at which data are taken, etc. 
There are however, other data that must go into the simulation, including physics 
parameters (such as energy levels in our opacity and EOS models, or γ in a gamma law 
EOS, or the opacity itself, depending on where we elect to study the uncertainty source). 
These data are generically called θ. 
 
Generally our model cannot be evaluated exactly. It requires numerical integration of 
partial differential equations, or solutions of linear equations, and so forth, which cannot 
be exactly accomplished. Therefore, in practice we evaluate a function in which numeric 
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parameters 

 

N  represent parameters introduced in the approximate evaluation of the 
model. Examples of these are mesh sizes in a numerical computation, or a convergence 
criterion for a linear solver. Therefore, in the end we have  
 

Ys = η(x, θ YHP, N) 
 
It should be noted here that the output 

 

Y
S  may be very low dimensional; these are just the 

few parameters that we measure, not the full field that describes the continuum physics. 
The input, by contrast, might be rather high dimensional, as 

 

Y
HP

 must define the initial 
state of the system. Our code system is designed to minimize tuning parameters, and in 
fact we relegate all such tuning to our preprocessor, used to compute initial parameters 

 

Y
HP

. In doing so, we expect to explore the uncertainty generated by uncertainty in 

 

Y
HP

. 
Further, while the system η does also depend on numerical parameters 

 

N , our strategy 
regarding these is to confirm that the mesh is sufficiently resolved, for example, so that 
the uncertainty generated in the output 

 

Y
S
 by 

 

N  is smaller than the experimental 
uncertainty. These latter two points are worthy of note: a goal of CRASH is, to the largest 
extent possible, to make predictions without tuning and without treating numerical 
choices as either physics or tuning. 
 

B. Predictive capability study in one dimension 
 
In order to gain experience with the complete process of doing a predictive capability 
study, we undertook a study based on one-dimensional computations during this past 
year. Here we discuss this study and its results in several phases.  

a. 1D HYADES sensitivity study  
 

Because CRASH is being initialized based on output from runs using two-dimensional 
HYADES (H2D), in order to have a calibrated initial condition modeling the laser 
irradiation phase of the experiment, it is important to assess the uncertainties associated 
with H2D to gain a full understanding of the uncertainties in CRASH. Lagrangian 
simulations in 2D can be very time and effort intensive due to mesh-tangling issues, 

 
Figure 3. Our system of codes and related parameters.  
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which is one of several reasons why the first uncertainty study was done using 1D 
HYADES. The results of this study provided evidence of the importance of different 
parameters within the 1D code and were used to direct the future 2D study. A 15-D 
parameter space-filling Latin hypercube distribution was designed by Derek Bingham at 
Simon Fraser University to define a 512-run dataset for HYADES. The 15 parameters are 
as follows: 

• Drive Laser Energy 
• Drive Disk Thickness 
• Gas Density 
• Drive Pulse Duration 
• Tube Length 
• Laser Rise Time 
• Slope of Laser Pulse 
• Mesh Resolution 
• Photon Group Resolution 
• Electron Flux Limiter 
• Time Step Multiplier 
• Beryllium Opacity scale factor 
• Beryllium Gamma 
• Xenon Gamma 
• Xenon Opacity scale factor 

 
The parameter list encompasses both experimental parameters, such as the laser energy 
and the gas density, as well as physical or numerical code parameters, such as the xenon 
gamma or the mesh resolution. The experimental parameters were varied over a range 
defined by estimates of the variances from the experiments carried out at the Omega laser 
facility. The ranges of the code parameters were determined by careful analysis of 
sensible ranges for each variable. The results from the 1D uncertainty study were then 
used to further refine what we consider to be a sensible range of parameters for the H2D 
simulations. Before undertaking the full study, test runs were done to confirm the 
exclusion of some other parameters on the grounds that we did not believe they could 
have significant effects.  
 
Experimental conditions - the pressure, location, velocity and density - from ten locations 
in the 1D output from the HYADES runs at 1.3 ns were collected into a large dataset used 
for sensitivity analysis and uncertainty quantification. The choice for the ten locations 
was motivated by what features would be important to develop a physics-informed 
emulator for the 1D code. The locations were: 

• Where the velocity first exceeds -3 x 107 cm/s, in order to fit to the abLating 
material 

• Where the density is 1/2 the maximum density, in order to fit an intermediate 
point in the density profile 

• First two abrupt decreases in the derivative of the pressure, in order to fit well the 
pressure profile in the beryllium 

• Where the beryllium reached its maximum density  
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• Where the beryllium reached its maximum velocity 
• The locations of the zone of beryllium and the zone of xenon adjacent to the 

interface 
• The shock location in the xenon, in order to fit the shocked material 
• A location 500 microns ahead of the shock where the precursor properties are 

steady in order to fit to the remainder of the material 
 
These ten locations were used to design the physics-informed emulator for 1D HYADES 
as well as to assess the sensitivities and uncertainties in HYADES related to different 
input parameters. The location of the shock at 13 ns was also extracted from the 1D 
HYADES results and used for UQ analysis. This was extracted by fitting a power law 
curve to the shock locations from 1.5 ns to 16 ns in increments of .25 ns and using this to 
extract the position of the shock at 13 ns. This was done in order to remove the 
discretization associated with picking the shock to be located in a particular zone and 
choosing that zone’s location as the shock location. 

b. Sensitivity studies 
 
We evaluated global sensitivity by functional fitting with flexible regression methods 
(e.g. MARS and MART) followed by random permutations of each input and 
computation of average RMS change over such permutations. Using this technique we 
can determine which inputs have the most significant effect on the response surface. 
These results are plotted in influence plots to show those inputs that have the largest 
global influence on the outputs. Figure 4 shows an influence plot based on using 1D 
HYADES.  
 
This identifies the Be disk thickness, gamma, and laser energy as important physical 
variables to the output, over the ranges investigated. Also notable is the number of zones 
(N_Be) used in the code; this set of data is based on a 512 point input design over a 15 
dimensional input space. In using this set of data to construct the initial state for CRASH, 
we marginalize over only those values of N_Be that have no influence on the outputs 
(that is, we use sufficiently large N_Be that this mesh parameter has no influence on the 
results). The heat conduction flux limiter also stands tall as having a large influence. This 
then tells us that we should more closely investigate this parameter; subsequent review of 
the literature indicates that we should have used a more restricted range of values for the 
heat conduction flux limiter. In this way the sensitivity study makes apparent parameters 
that require more attention, and the UQ process drives the physics modeling and code 
development. 
 
Another sensitivity metric comes from the length parameters from Gaussian Process (GP) 
fits of response surfaces. The covariance models in the GP model have the form  
 

, 
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where 

 

l
k
 is the length parameter along coordinate 

 

k . A large length scale implies that 
distant points are highly correlated. The “relative relevance” for input 

 

k  is defined as 

 

r
k

=1/ l
k
; a small value for 

 

r
k
 means that large changes in variable 

 

x
k
 have little relevance 

to the output, while large values of 

 

r
k
 imply that a small change in 

 

x
k
 has a significant 

relevance to the output. While the influence plots describe large-scale influences of 
inputs on outputs, they operate over the whole input range and are not sensitive to more 
local structure. The relative relevance describes the scale over which a variable operates, 
and so provides information about variations that are more localized than the entire input 
range investigated. 
 
Figure 5 shows the relative relevance of the 15 input parameters for shock location at 1.3 
ns (at the time when CRASH was initialized). The input variables have been standardized 
over their ranges, so the relative relevance is normalized to the width of the input space 
along each dimension. In the system response at this early time more input variables are 
in play, besides those that have influence at 13 ns. In particular, besides the influential 5 
variables seen before, pulse duration and number of groups (N_grp), all produce 
relatively rapid variation in output compared to the other 8 variables. These then become 
candidates for closer study. A study of the variation in N_Be marginalized over all other 
variables reveals a curve asymptoting to a shock location independent of N_Be (number 
of Be zones), as would be expected. 
 

 
Figure 4. An influence plot based on the study with 1D HYADES.  
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c. Predictive model construction 
We often need to create predictive 
models of outputs (such as shock 
position or shocked Xe layer thickness). 
We do this by combining the CRASH 
field experiment data and CRASH code 
runs, along with prior distributions of 
physics parameters π(θ). The predictive 
model, based generally on the ideas of 
Kennedy and O'Hagan, will be of the 
form 
 

Y = η(x,θ) + δ(x) + ε, 
 
where δ is the model discrepancy, and ε 
represents the measurement error, 
which in fact depend on the measured 
data and corresponding experimental 
inputs. 
 
In the standard approach to this predictive model form the entire right hand side is 
described by hyper-parameters from a statistical fitting, and these are determined by a 
Bayesian formulation of the problem with a specified likelihood model. Gaussian 
processes models are used for the form of this fit. This process computes a posterior 
distribution for physics constants π(θ  | YE,XE) that can tighten our knowledge of those 
parameters given field measurements, and a predictive distribution π(y  | x,YE,XE) for the 
output 

 

y  of a new experiment x, again conditional on the field measurements.  
 
Within the CRASH project we are interested in how we can use the discrepancy δ to help 
us identify defects in the modeling. Essentially, a larger δ suggests that there is more 
physics inadequacy. Changes to the physics modeling that decrease δ are generally 
speaking good changes, and δ therefore provides a metric against which to judge 
improvements in physics and numerics. Using δ in this way requires us to reconsider the 
common practice of jointly determining δ and calibrating the θ’s. A poor choice of θ can 
be balanced against a large discrepancy. We will therefore explore doing the calibration 
step of finding π(θ  | YE,XE) sequentially, before computing the discrepancy and 
π(y  | x,YE,XE). 
 
A first predictive model has been constructed that combines the Omega field experiment 
campaign data from October 2008 with CRASH 1D runs. As part of this activity a model 
discrepancy function was created to provide a quantitative picture of the quality of the 1D 
CRASH model compared to experiments; the goal of year 3 will be to reduce this 
discrepancy using the improved physics of 2D CRASH 2.0. Further goals of the task are 
therefore to explore the best ways to create this discrepancy function, and to learn what 

 
Figure 5. Normalized significance of the 15 input 
parameters used in the HYADES run set.  
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Table 2: Physics parameters and their ranges.  

Parameter Nominal  
value 

Range  
used 

γBe Be gamma 5/3 1.4 to 5/3 

γXe Xe gamma 1.2 1.1 to 1.4 

Be opacity  
Scale factor 

1 0.7 to 1.3 

Xe opacity 
Scale factor 

1 0.7 to 1.3 

 

changes in the CRASH code 
physics will reduce it. 
Finally, we will predict 
results from one Omega 
experiment and compare it to 
the actual data. 
 
While the discrepancy gives 

us a tool on which to base decisions, we cannot pursue its reduction slavishly. In the long 
run we want to use it to improve physics so that we can improve confidence in CRASH 
to predict an experiment we have not conducted and which is in a somewhat different 
region of input space (oval vs.circular tube), rather than to optimize CRASH to reproduce 
the experiments we already have. Table 1 shows the inputs x for this model and Table 2 
shows the physics parameters θ.  
 
Note that the observation times, 

 

t
O

, of the Omega data are at 13 ns, 14 ns, or 16 ns. We 
treat this as an input to CRASH because our measured data are at different values of 

 

t
O

. 
The physics parameters are in some sense “a step backwards” for this first CRASH UQ 
exercise. While CRASH has a sophisticated equation of state, in this first exercise we 
used constant γ-law equation of state for Xe and Be, and introduced opacity scale factors 
on the nominal opacity from SESAME tables. In total, then, we have an 8-dimensional 
input space from the UQ perspective. 
 
In October 2008 we conducted a set of shots on Omega designed primarily to explore the 
variability of the experimental data. These were used as our first set of data to build a 
calibrated predictive model. The shot numbers and input data are shown in Table 3. Table 
3 shows the Omega shot numbers and experimentally controlled variables. Note that two 
views are available for some shots, yielding two observation times for some shots, and 
one repeated observation time (the two views were taken simultaneously). From our 
perspective, these 8 shots yield 12 measurements of the outputs y. Data from the second 
view are marked with asterisks (*) 
 

 
Figure 6 shows the shock location 
data from the October shots. View 2 
in shot 52661 is at 16 ns, and is not 
shown on this plot. For this UQ 
exercise we used 9 experimental 
points (8 as prior experiments, and the 
9th to predict); we eliminated the data 
marked 52661* because it is at a late 
time, and 52670 & 52671 because 
these had alignment issues that led to 
a shock what was not perpendicular to 
the tube. 
 

Table 1: Experimental parameters for first study  
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To construct the joint fitting of the output 

 

y  from both experiment and simulation, the 
input space must be sampled for the simulator runs. The input design for the simulator 
consists of two parts: 1) A 256-point design over 8 input parameters (4 x's and 4 θ 's), and 
2) a 64-point design over the input space that should match the 8 experimental x values, 
and for each of these provides 8 θ 's to sample the calibration space around the 
experimental observations. The 256-point design is an orthogonal array-based Latin 
hypercube with a space-filling criterion added to spread out the points. The 64-point part 
of the design allows the code to simulate at the nominal experimental input values, and so 
produce well quantified values of the discrepancy at those points. 
 
In summary, we have used 320 runs of CRASH 1D and 9 field experiments for our 
analysis. We focus on one output variable: shock location. To evaluate predictive ability 
we hold one experiment out, use only the 8 remaining field experiments to construct the 
model, and predict the ninth. This is repeated for each experiment. As an example of the 
model output, Figure 7 shows the 
posterior distribution of the location 
of a single shock  
 
The results for the 9 “leave one out” 
fits are shown in Figure 8, along with 
95% confidence intervals on the 
predictions. The experimental 
uncertainty in the shock location (not 
shown) is on the order of 

 

±0.05  mm. 
The figure labels each of the 
experiments being predicted, and also 
shows which experiments are at an 
observation of 13 ns and which are at 
14 ns. 
 

 
Figure 6. Observed shock positions from Oct. 2008 
experiments.  

Table 3. Actual experimental values.  
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The experimental results are all 
well within the 95% confidence 
intervals of the predictions. The 
one exception, shot 52669 with 
a measured shock location of 
1.940 mm, has a measurement 
uncertainty of 0.075 mm, which 
would put the measurement in 
the 95% confidence interval. 
Thus, the prediction is within 
the experimental uncertainty. It 
should be noted that the largest 
input effect producing different 
shock locations is the 
observation time. 
 

 

B. Sensitivity analysis from three-dimensional simulations  
 
One-dimensional studies can provide useful information about the sensitivities of output 
quantities of interest to variations in the input parameters. However, a number of 
important output features, such as the wall shock, cannot appear in one-dimensional 
geometry. As a result, we performed a preliminary three-dimensional sensitivity study of 
the baseline CRASH experiment. Each simulation was performed on a uniform Cartesian 
1200 x 240 x 240 mesh using the CRASH code. A second set of runs was performed on a 
600 x 120 x 120 mesh to test grid convergence. For this preliminary analysis, we used 

 
Figure 8. Leave one out predictions of shock location.  

 
Figure 7. Posterior distribution of shock position.  
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simplified physics, treating each material as a gamma-law gas and computed radiation 
transport with gray flux-limited diffusion. All simulations were initialized from a two-
dimensional HYADES output file at 1.3 ns using nominal values of the input parameters. 
Each simulation required approximately 5 hours on 1024 cores of hera at LLNL. The 
entire set of simulations was completed in about 2 weeks. 
 
The study consisted of 64 simulations at each grid resolutio,n varying four input 
parameters: the equation of state gamma for Be was varied between 1.4 and 1.66667; the 
gamma for Xe was varied between 1.1 and 1.4; and the opacity scale factors for both Be 
and Xe were varied independently between 0.7 and 1.3. The parameter combinations 
were determined using a Latin hypercube design. All other parameters were fixed at their 
nominal values. We examined three output quantities of interest – the location of the 
main shock, the angle between the wall shock and the plastic tube, and the distance of the 
triple point from the wall. A typical result showing these output quantities is plotted in 
Figure 9. All three of these quantities showed surprisingly good agreement with the 
experiments, even though the overall morphology of the flow in the experiments shows 
significant differences from the simulations. Figure 10 gives an indication of the wide 
variety of flow morphologies that are possible with different combinations of the input 
parameters.  
 
The results indicate that the location of the main shock, defined here as the forward most 
location of a significant density jump in the xenon, is quite insensitive to the variations in 
these input parameters. The variation in location was much smaller than the range of 
values observed in the experiment. However, the shock location may still be sensitive to 
variations in these input parameters during the first 1.3 ns, before the initialization of the 
three-dimensional CRASH simulations. We also observed that the location of the main 
shock is not converged at these grid resolutions, although the error is still less than the 
experimental range. The angle of the wall shock shows a strong linear correlation with 
Xe opacity, but no correlation with the other three input variables. This makes physical 
sense, since the Xe opacity determines how far the radiation can penetrate ahead of the 
shock. For lower opacities, the wall shock begins further down the tube so that the angle 
is reduced. The triple point location shows a weak correlation with the Xe gamma, but no 

 
Figure 9. Mass density at 13 ns showing the three output quantities of interest. 
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noticeable correlations with the other three input variables. 
 
We also constructed plots showing relative importance of the input parameter variations 
using both MARS and MART. The two methods produced nearly identical results. The 
most important source of variation in the shock location is the Xe opacity scale factor, 
although as stated above, the variation in position is very small (at least after 1.3 ns). As 
expected, the variation in wall shock angle is determined entirely by the Xe opacity scale 
factor. On the other hand, the Xe gamma is almost entirely responsible for the variation 
in the triple point location. However, as mentioned above, input parameters that did not 
prove to be important in this study may still be important during the first 1.3 ns. 
 

C. Verification of uncertainty quantification software  
Verification and validation of simulation codes has been a major topic of research for 
many years. However, little attention has been devoted to verification of software used 
for uncertainty quantification analysis. As a first step in this process, we have performed 
a UQ analysis using a simplified problem with an analytic solution to determine if our 
UQ software is producing sensible results. The analytic solution in this case can be used 
as a substitute for experimental data and compared to the simulation results. As part of 
the verification process, we compared the results from four different UQ methodologies – 
Gaussian process, MARS, Bayesian MARS, and MART. We also tested the ability of the 
UQ software to distinguish between active and inert input parameters. Finally, we 
performed a blind calibration of an input parameter whose correct value was known. 
 

 
Figure 10. . Pressure at 13 ns for various combinations of the input parameters, showing the wide 
variety of flow morphologies that are possible. 
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The problem we studied was a simple shock tube, which exercised only the 
hydrodynamics solver in the code. The initial conditions consisted of gas at high density 
and pressure separated from a second gas with a lower density and pressure by a 
membrane. Both gases were initially at rest. The size of the jumps in density and pressure 
across the membrane were chosen to match those encountered in the CRASH 
experiments. Three input parameters were varied – the pressure and density in the high-
density gas and the value of gamma in the equation of state. The pressure and density in 
the low-density gas were held fixed. Five inert input parameters that had no effect on the 
solution were also varied. The study consisted of 62 parameter combinations using a 
Latin hypercube design. The same parameter combinations were used for both the 
simulations and the analytic solutions. Eight output quantities were examined. These 
included the locations of the shock front xshk, the contact discontinuity xcd, the head of the 
rarefaction xhead, and the tail of the rarefaction, xtail. The other four quantities were the 
values of density ρshk, pressure Pshk, and velocity ushk behind the shock front and the value 
of density ρcd between the contact discontinuity and rarefaction. These four quantities are 

Table 4. Sensitivity study using Bayesian MARS showing the probability of importance of 
each primary effect as well as the most important interactions for the four feature locations in 
the shock tube solution. 

 

Table 5. Sensitivity study using Bayesian MARS showing the probability of importance 
of each primary effect as well as the most important interactions for the other four 
output parameters of interest. 
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constant both in space and in time.  
 
The simulations and analytic solutions were virtually identical, except for a small bias in 
detecting the locations of discontinuities on the finite difference grid. The sensitivity 
analysis performed using all four methods produced consistent, but not identical, results. 
Since the four methods use different measures of relative importance of the input 
parameters, perfect agreement was not expected. In addition, all four methods 
successfully distinguished between the active and inert variables.  
 
Tables 4 and 5 contain the results obtained using Bayesian Mars. The first three lines 
show the probability that each of the three active input parameters is important in 
producing variations in each of the eight output parameters. The remaining lines show the 
probability that various two-way and three-way interactions are important. Variables r1 
through r5 are the inert input parameters. As expected, none of these parameters are 
important either by themselves or in interactions with other variables. 

 
Figure 11 shows relative importance plots of the eight input variables for each of the 
output parameters. The first three columns represent the input density, pressure, and 
gamma followed by the five inert parameters. As expected, none of the five inert 
variables produced a significant signal in the analysis. The feature locations, shown in the 
top row of plots, are most sensitive to the initial density and pressure. However, the value 

 
Figure 11. Relative importance plots obtained using MART. The first three columns are density, 
pressure, and gamma. The remaining five columns are inert parameters. Each plot shows results for 
one of the characteristic output variables.  
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of gamma is very important in determining the variability in the two density values. 
 
The final test was to calibrate the value of gamma. A set of ten analytic solutions was 
computed varying only the density and pressure with gamma fixed at 1.4. The number of 
analytic solutions was reduced for this study to represent the normal case where there are 
many fewer experiments than simulations. These results were compared with the full set 
of numerical simulations in which all three input parameters were varied. The posterior 
distribution for gamma, shown in Figure 12, had a mean of 1.41, in excellent agreement 
with the expected value. As the number of analytic solutions is increased, the mean of the 
posterior distribution of gamma converges to the correct value and the standard deviation 
decreases. 
 
In summary, all four of our UQ methods work well for this problem and provide 
believable results that are consistent with each other and with the physics of the problem. 
They reliably differentiated between active and inert input parameters and produced 
reasonable posterior distributions for calibrating the value of gamma. From this study, it 
appears that all four of our UQ methods should provide reliable results when applied to 
simulations and experiments of the complete CRASH problem. 
 

D. 2D HYADES run set  
 
Given the results from the 1D HYADES study, we have undertaken an investigation of 
the uncertainties and sensitivities in H2D for the purpose of understanding the way they 
will propagate into CRASH. Because H2D is a 2D Lagrangian hydrodynamics code, the 
time to run sets of simulations, mainly due to mesh tangling issues, is typically much 
longer. As such, in this first exploration using H2D, we have varied 5 critical input 
variables. The Be gamma, laser energy, electron flux limiter, and Be drive disk thickness 
were the four most important parameters from the initial 1D study and as such are also 

 
Figure 12. Posterior distribution of gamma obtained using a Gaussian Process model.  
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being used in the 2D study. The opacity of the plastic wall material was also determined 
to be an important variable as it plays a critical role in the development of the wall shock. 
This was not a variable that could be investigated in 1D. As it was unclear how difficult 
the runs would prove to be, the design used 64 runs for an initial exploration, with four 
additional sets of 10 runs each that could better sample the parameter space of interest. 
The set of 64 runs is now complete and the remaining 40 are ongoing. Figure 13 shows 
results from one of these runs.  
 
The number of zones in the laser-irradiated material was also shown to be a critical 
parameter from the 1D study, but its variation was deemed impractical for the first 
attempt at the 2D study because of the mesh tangling problems that the extra zones would 
induce. The 1D study did show that the effect of the resolution was not as important as 
the zone number grew. A series of simulations in 2D were carried out to look at how the 
zoning in the beryllium would affect the shock speed in the beryllium and the breakout 
time of the shock from the disk. This was done with all other materials removed so we 
were only looking at the disk, varying the zones in the axial direction from 20 to 100 
zones in steps of 20 zones. The results showed little variation between using 20 and using 
40 zones in the beryllium and no variation between runs from 40 up to 100 zones. All 
runs used 10 zones feathered in the first 2 microns and then (N – 10) zones from 2 to 20 
microns where N was the number of zones as stated. For the 2D sensitivity study, 40 
zones were used in the beryllium.  
 
The ranges of the variables that are being explored were refined from the initial 1D study. 
Analysis of the beam energies from the CRASH experimental campaign showed a 

variance in total beam energy of +/- 
5 % instead of 15% as had been 
initially estimated. This was due to 
the fact that the beam energies have 
more variance in experiments where 
the energy is near the maximum 
energy per beam, which played a 
role in the initial estimation. The 
CRASH experiments used 380 J per 
beam instead of the maximum of 
500 J per beam, which tightened the 
variance. The sensible range for the 
electron flux limiter was determined 
to be from .05 to .075 instead of 
from .03 to .10 after further reading 
recently published journal articles 
and consultation with collaborators. 
The high end of the range on the 
gamma for beryllium was widened 
from 1.667 to 1.75 in order to 
prevent the nominal value from 
being at the edge of the range. In 

 
Figure 13. Mass density and radiation temperature 
from 2D HYADES at 1.1 ns for the baseline CRASH 
experiment.  
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addition, our previous estimate of the variation in the pulse duration turned out to be far 
larger than the reality. This allowed us to reduce the time when CRASH is initialized 
from 1.3 ns to 1.1 ns, and also implied that pulse variation was very clearly not a 
significant source of experimental variability.  
 
The output will be extracted when the laser source ends, at 1.1 ns, for analysis. The 
breakout time of the shock from the beryllium is also to be extracted, as well as the time 
that the shock reaches both the 5-micron and 10-micron point in the beryllium disk. This 
data can be compared to the data from the CRASH Year 2 experiments.  
 
In order for the simulations to reach the 1.1 ns point, H2D has implemented an auto-
rezoning capability. The auto-rezoner allows previously defined areas in the mesh to be 
rezoned following specified techniques at regular intervals. This allows the simulation to 
remap the mesh at locations where mesh tangling is a difficult issue, allowing the 
simulations to run longer without need for manual intervention. Mesh tangling problems 
still may happen in areas outside the rezoning regions, as well as in extreme cases in the 
rezoning regions. This necessitates the use of manual rezoning in order to untangle the 
mesh. Locations and times of tangling problems as well as the manual rezoning 
techniques used to fix them are being documented for each of the runs in the set. A 
further analysis of the effects of the auto-rezoning on the simulation is planned to follow 
this run set. 
 

III. Code development, verification, and testing  
 
As the 2008 review team emphasized, this is where “the rubber meets the road” in the 
early phases of the CRASH project. Accordingly, it is the area of activity we initiated 
most quickly and focused on most strongly after the start of the project. In the first year 
we released CRASH 1.0, which contained the minimum capabilities to make a crude but 
physically somewhat reasonable approximation to the experiment. The past year has seen 
the implementation of those additional physics elements that we consider essential to the 
success of the CRASH project. Here we summarize the evolution of the code to date.  
 
At the beginning of this project the BATSRUS code contained ideal or resistive 
magnetohydrodynamics and included  

• multispecies and multifluid MHD with ideal EOS 
• explicit and fully implicit time discretization 
• block adaptive grid in 3D 
• Cartesian, cylindrical and spherical grids.  

 
During the first year of the CRASH project we added the following features:  

• Non-ideal equation of state for high energy density plasma 
• Numerical scheme for strong shocks with non-ideal EOS 
• Using 1D or 2D HYADES output to set initial conditions for CRASH 
• Tracking and solving for multiple materials 
• Reading and interpoLating tabular EOS and opacity data 
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• Gray diffusion radiation transport with flux limiter 
• Semi-implicit time discretization (explicit hydro, implicit radiation) 
• R-Z geometry in 2D.  

 
The above features were discussed in our Year 1 Annual Report and have now been used 
for a year in CRASH 1.0. In the second year we have further developed the code to 
CRASH 2.0 with the following capabilities:  

• Equation of state with separate electron temperature 
• Calculated multi-group opacities 
• Electron energy equation with semi-implicit heat conduction 
• Radiative transport with multigroup diffusion 
• Synthetic radiographs both for 3D and for R-Z geometry including experimentally 

appropriate blurring and noise 
• New Block Adaptive Tree Library (BATL) that provides  

o new capabilities such as 1D and 2D AMR, and   
o significantly more efficient dynamic mesh refinement in 3D.  

 
We have also developed the CRASH preprocessors and postprocessors:  

• HYADES 2D has an automatic remap algorithm.  
• Physics Informed Emulator (PIE) for dimension reduction of the initial conditions 

in one dimension.  
• Feature recognition software to identify shock location, wall shock angle etc. in 

experimental data and model output.  
 
All of the components of CRASH 2.0 run independently and pass verification tests. The 
integration of these components is well underway but not yet complete. The following 
sections include examples in which combinations of these components are used. We 
anticipate the release of CRASH 2.0 within a few weeks. The following sections describe 
the major elements of CRASH 2.0 and the range of tests that are routinely used to 
confirm its continued correct performance.  
 
In the following sections we discuss our progress during the second year, with some 
discussion of the next steps.  
 

A. Equation of state and opacity model.  
 
CRASH includes inline functions for the Equation Of State (EOS). The EOS used is for 
partially ionized ideal gases, in which the ionization equilibrium in a mixture of up to 6 
components is calculated using the statistical sum method. The EOS functions are used in 
the course of the hydrodynamic simulations in order to recover the plasma pressure from 
the internal energy density, and vice versa.  
 
Our opacity and EOS models are based on first principles with specified assumptions. We 
can use the model inline, but more typically use it to construct EOS and opacity tables 
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that are then accessed by the flow solver. Alternative EOS and opacity tables could be 
used, but our approach gives us a consistency that is not typically available when using 
tabular EOS and opacity data, since the two are calculated under the same assumptions. 
Another advantage of our approach is that we have a finite list of input parameters for the 
model, specifically the 

• ionization potentials 
• excitation energies and multiplicities 
• cross-sections 
• oscillator strengths 

This opens up the possibility of using these as inputs in an uncertainty quantification 
process, determining the sensitivity of our ultimate outputs to these elements of the 
EOS/opacity model.  
 
The method is based on using the Helmholtz free energy to solve for the ionization 
equilibrium, with contributions from Fermi statistics in the free electron gas, Coulomb 
interactions, excited levels and pressure ionization. The internal energy density and the 
pressure are then expressed in terms of derivatives of the Helmholtz free energy. The 
effects of Fermi-gas statistics for the (ideal) electron gas are fully accounted for. In 
incorporating these effects into the model, we accordingly account for both the 
contribution to the pressure from the electron exchange effects and the reduction in the 
degree of ionization, resulting from the ionization equilibrium shift due to the increased 
electron pressure. During the past year we incorporated non-ideal plasma effects (i.e. the 
electrostatic interaction) into the model. In including the negative electrostatic energy 
~Z2e2/R, where R may be the Debye length or the ion-sphere radius, into the Helmholtz 
free energy and then into the pressure, we accounted for the increase in the ionization 
degree, which may be properly described as an ionization potential decrease (“continuum 
lowering”) by ~Ze2/R. In comparing our model with the SESAME model for ionization, 
we find a deviation of ~ 0.2.  
 
Frequency-dependent absorption coefficients are calculated including the effects of 
Bremsstrahlung, photo-ionization of the outermost electrons, and bound-bound 
transitions with spectral line broadening. Multigroup opacities are then calculated by 
averaging the absorption coefficients over the photon energy groups. 
 
Thus far, we have done verification by comparison with aluminum multi-group opacities 
from SESAME. Figure 14 shows the comparison for aluminum. In the coming year, we 
will compare with SESAME and HYADES for the materials in the CRASH problem (Xe, 
Be and plastic). Other work in the coming year includes extending the database 
underlying the model with more realistic cross-sections for the photo-ionization and more 
line information, and improving the line-broadening description. 
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B. Electron energy equation with semi-implicit heat conduction 
 
We have implemented electron dynamics in the CRASH code. Under most conditions the 
electrons are very strongly coupled to the ions by collisions. However, for higher 
temperatures the electrons and ions get increasingly decoupled. At the shock front, where 
the ions are heated by the shock wave, the electron and ions are no longer in temperature 
equilibrium. Ion energy is transferred to the electrons by collisions. The electrons will in 
turn radiate energy. 
 
The implementation of the electron equations is similar to that for gray radiation 
diffusion. The electron dynamics consists of two parts: advection and compression, 
which are solved explicitly, and electron heat conduction and thermal heat transfer 
between the ions and electrons, which are solved implicitly. 
 
The electron pressure equation is a scalar advection problem. The force and work done 
by the electron pressure is added to the ion hydrodynamic equations. The combined 
hydrodynamic electron and ion equations are solved with either the HLLE or the 
Godunov numerical scheme. For the second-order Godunov scheme, we apply a limited 
reconstruction together with an exact Riemann solver for constant polytropic index γ  = 
5/3. We add up all pressures, including the radiation pressure, to have a upper bound for 
the speed of sound: cs

2 = γ  p/ρ. Afterwards we correct for the polytropic index of the 
isotropic radiation and the spatially varying polytropic index of the electrons. To account 
for the spatially varying polytropic index of the electrons, γe, due to ionization, excitation, 

 
Figure 14. SESAME and CRASH opacities for Aluminum.   
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and Coulomb interactions, we use the method of artificial relaxation. Here, we 
conservatively advect an extra internal electron energy, ΔEe, as the difference between 
the true electron internal energy and the translational electron energy. At the end of the 
time step we recover the true electron internal energy: Ee = pe /(γ  - 1) + ΔEe. The electron 
pressure is recovered from the updated electron energy and mass density by either the 
inline electron EOS: pe = pEOS(ρ, Ee) or the electron lookup tables. 
 
The electron heat conduction and energy exchange between the electrons and ions are 
implicitly updated after the explicit hydro time step. The coupled system of ion and 
electron energy is of the form:  
 

 

 
 
where Ti and Te are the ion and electron temperature, cvi and cve  are the ion and electron 
specific heats, Ce is the electron heat conduction coefficient, and λei is the electron-ion 
coupling coefficient. In combination with the gray or multigroup radiation diffusion, we 
find it convenient to linearize the coupled system in terms of aTi

4 and aTe
4 where a is the 

radiation coefficient. We freeze the coefficients while advancing the solution through a 
time step. The matrix system we solve has a symmetric, positive definite and diagonal-
dominant matrix and can be solved by a preconditioned conjugate gradient method. After 
the implicit solve, we update the electron energy by Ee

n+1 = Ee
n + cve (Te

n+1 – Te
n). The ion 

temperature is solved point implicitly. The implementation is generalized to use the 
infrastructure of the new AMR library BATL. 
 
We have verified the heat conduction implementation with several tests to demonstrate 
convergence to analytical or semi-analytical solutions:  

 2nd order convergence of a 2D uniform heat conduction coefficient test in rz-
geometry.  

 The Reinicke Meyer-ter Vehn test in rz-geometry consisting of a self-similar, 
spherically symmetric blast wave with a leading heat front.  

 A modification of one of the non-equilibrium gray diffusion tests of R. Lowrie, 
where the radiation energy is replaced by the electron energy and the hydro part 
of the problem is now formulated for ions only.  

 
The original 1D solution of Lowrie is rotated by atan(1/2) on a 2D AMR grid and 
advected orthogonal to the shock front. The heat conduction and electron-ion coupling 
coefficient are defined such that the electron-ion test problem is the same as the last test 
in R.B. Lowrie and J.D. Edwards.8 In our case, the non-uniform coefficients are defined 
in terms of the density and ion temperature. Figure 15 shows the ion and electron 
temperatures at the final time. The heat front at x ~ – 0.022 is equivalent to the radiation 
precursor front in the gray diffusion model. 
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C. Radiative transport with multigroup diffusion 
 
We have developed a multigroup-diffusion, radiation-transport module in the CRASH 
code. The advantage of having a multigroup solver in CRASH in combination with the 
electron energy equation is that this allows us to extend the initial HYADES simulation 
with the same types of dynamical equations in CRASH. More importantly, experience 
suggests that these capabilities represent the minimum level of physical fidelity that may 
be needed to accurately model the CRASH experiments.  
 
As with the gray radiation diffusion model, the advection and compression of the 
radiation groups is solved explicitly. The force and work done by the total radiation 
pressure is added to the hydrodynamics equations. The multigroup solver is embedded in 
both the HLLE and Godunov numerical hydro solver. The HLLE scheme is stabilized by 
using the added radiation and kinetic pressure in the speed of sound used in the numerical 
diffusion. For the Godunov solver, we modify the exact Riemann solver for constant 
polytropic index γ = 5/3. We add the total radiation pressure to the gas kinetic pressure 
before applying the Godunov scheme to have an upper bound for the speed of sound. To 
correct for the polytropic index of the isotropic radiation, γr = 4/3, we use the fact that 4/3 
is the average of 1 and 5/3, so that for each group the isothermal and adiabatic expansion 
of the radiation pressure are averaged to get the true expansion. 
 
For the multigroup radiation, we additionally solve explicitly in an operator-split manner 
for the group frequency shifts due to the compression effect, given by  
 

 

 
Figure 15. Rotated shock tube test on a 2D AMR grid based on one of Lowrie's gray diffusion 
tests. The ion (left) and electron (right) temperature at the final time are shown in the x-direction. 
The drawn line is the reference solution. In the left panel, the grid convergence near the shock is 
shown in a blowup. In the right panel, a blowup of the grid convergence to the heat front is 
shown. 
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Here ε and Eg are the photon and group energies for the G groups indexed by g and u is 
the material velocity. The group interval ranges, εg, are chosen to be uniform in the 
frequency logarithm of the photons. The frequency shift is a linear advection problem. 
 
The group diffusion and the relaxation between matter the radiation groups is solved 
implicitly in the third operator split step. The coupled system is of the form:  
 

 

 
 
where T is the electron temperature and Bg the group Planckian for the given temperature. 
The absorption coefficient, σa,g, is corrected to account for the stimulated emission and κg 
is the group Rosseland opacity. We added Larsen's squared radiation flux limiter as an 
option. This system is linearized and we employ the method of frozen coefficients. The 
linearized equations are iteratively solved by means of the GMRES method. 
 
We have verified the multigroup implementation with several tests to demonstrate 
convergence to analytical solutions:  
  

 An infinite-medium test with several radiation energy groups to check the 
material-radiation relaxation rate. The final equilibrium state has to be a Planckian 
energy distribution among the groups.  

 A double lightfront test to check the group diffusion and flux limiters.  
 
In Fig. 16, results of the multigroup light front test are shown in the x direction using two 
groups. The initial radiation energy is zero. The radiation energy for group 1 enters from 
the left boundary (see top panel), for group 2 it enters from the right boundary (bottom 
panel). Both fronts propagate with the speed of light. This is ensured by the flux-limiter 
in the flux-limited multigroup diffusion algorithm. The relaxation term between radiation 
and material is switched off, so that the two radiation groups evolve independently. 
Similar tests are performed in the y and z directions. 
 

D. Synthetic radiographs 
 
We have added the capability of generating synthetic radiographs at some required times 
during the simulation. We have also implemented experimentally appropriate blurring 
and noise, as recommended by the October 2009 review. The plotting times, the location 
(or possibly locations) of the X-ray source(s) and the orientation, size and number of 
pixels of the radiograph image(s) are given as input parameters. The optical depth is an 
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integral of the density multiplied by the opacity characteristic for the material and the 
spectrum of the X-ray source along the ray:  
 

 
 
The ray is a straight line from the X-ray source to the center of the image pixel. We 
assume that the absorption is dominated by the X-ray line near 5.18 keV and the opacities 
at this energy κ(m) for material m are 79.4, 0.36 and 2.24 m2/kg for Xe, Be and 
polyimide, respectively. The contribution from scattered X-ray photons is neglected.  
 
The parallel algorithm works the following way. For each ray and each grid block we 
determine the segment of the ray (if any) that intersects the block. Then we integrate the 
above formula using a trapezoidal rule and second order trilinear interpolation. The step 
size is proportional to the cell size of the block. In R-Z geometry the blocks correspond to 
rings with a rectangular cross section. The ray can intersect the ring at at most 4 points 
forming at most two segments inside the ring. The integration is done along the 
segment(s) in 3D space, but ρκm is obtained with bi-linear interpolation in 2D 

 
Figure 16. A multigroup lightfront test with two groups on a grid with resolution changes. The 
group radiation energies for the two fronts are shown at the final time. The grid convergence to the 
analytical light fronts, located at $x=0.5$, is indicated by the different lines. 
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corresponding to the R-Z coordinates. Once the integration is done for all grid blocks, the 
partial integrals are added up using an MPIreduce call. 
 
The algorithm is verified by an analytic problem where we integrate through a sphere of a 
given non-trivial density profile. Second order convergence towards the analytic solution 
has been verified both for 3D Cartesian and 2D R-Z non-uniform grids. 
 
We use the synthetic radiograph images to compare with experimental data. To make the 
images more comparable, we need to take into account the finite size of the X-ray source 
(about 20 µm diameter), the finite length of the X-ray pulse (about 0.2 ns) and the 
Poisson noise due to the finite number of photons (about 50 photons per 100 µm2 image 
pixel). The first two effects can be approximated by smoothing the synthetic image with a 
characteristic length of 20 to 30 µm (or 2 to 3 pixels), while the Poisson noise can be 
taken into account as  
 

 
 
where P is a random number with a Poisson distribution and a mean value of 50. Figure 
17 shows a comparison between the original synthetic radiograph and the ``smoothed and 
blurred'' radiograph.  
 

E. Block Adaptive Tree Library 
 
We have developed a completely new Block Adaptive Tree Library (BATL) that has 
several new capabilities relative to the original block-adaptive code in BATSRUS, and it 
is also more accurate and efficient for some problems. In particular BATL can  
 

 handle truly 1D and 2D adaptive grids with a single grid cell in the ignored 
directions  

 adapt the grid in only some of the dimensions  
 do grid adaptation and load balancing in a single step  

 
Figure 17. Original (left) and smoothed and blurred (right) synthetic radiographs, at 13 ns.  
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 do conservative grid 
adaptation and flux 
correction in R-Z 
geometry  

 interpolate ghost cells in 
time when local time-
stepping is used  in time-
dependent problems  

 
BATL is written as a self-
contained library with an object-
oriented design. All modules 
contain unit tests, and there is 
also a functionality test that 
demonstrates the advection of a 
circle/sphere with dynamic grid 
adaptation in various numbers of 
dimensions. BATL is a fully 
verified, efficient and flexible block adaptive tree library. Currently it consists of about 
6000 lines of Fortran 90 code. 
 

 
 
Figure 18. Three levels of AMR refining the material 
interfaces. The box indicates the   area around the triple 
point that is shown in Figure 19.  

 
 
Figure 19. Expanded view of the area where 3 materials are present. The first two panels show   
the material index and the grid resolution. The 3rd to 6th panels indicate the areas where the 
levelset functions are ambiguous: more than one are positive or all of them are negative. 
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We have modified BATSRUS so 
that it can optionally use BATL 
instead of the original BATSRUS 
AMR code. We also modified 
BATSRUS to allow for 1D and 2D 
grids. Eventually we will extend 
BATL to cover all the tasks that 
BATSRUS requires (handling 
magnetic fields, spherical 
geometry, etc), so that we can 
switch to BATL completely. Our 
first priority was to cover all the 
functionality required for the 
CRASH simulations. This has 
been achieved, and now all 
CRASH tests use BATL. 
 
BATL allows us to do highly 
resolved CRASH simulations 
efficiently. With the original code, 
the dynamic grid adaptation used 
to take up around 80% of the wall 
clock time in 3D AMR CRASH 
runs (grid adaptation is performed 
every time step); the original code 
was developed for problems 
requiring much less frequent 
adaptation. Using BATL the grid 
adaptation and load balancing uses 
only about 7% of the simulation 
time only. We can now do 2D R-Z 
geometry runs with 4500 x 1000 
effective resolution on 16 cores in 
about 9 hours.  
 
Figure 18 shows how we can resolve the material interfaces (and the shocks) using grid 
adaptation. The blocks contain 4x4 grid cells. Figure 19 shows a detailed view near the 
triple point where all three materials are present. The grid adaptation can reduce the 
ambiguity of the levelset functions (due to numerical errors) to an area that is much 
smaller than the width of the Xe layer penetrating between the Be and plastic. 
 

F. Run results with CRASH 2.0  
We are in the process of integrating the new capabilities of CRASH 2.0, all of which 
function and pass appropriate tests independently. We have done several runs using 
various combinations of the new capabilities. Figure 20 shows results that employ 

 
Figure 20. CRASH 2.0 run for baseline experiment 
using dynamic adaptive mesh refinement and 
multigroup diffusion radiation transport.  
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multigroup-diffusion radiation transport 
and 2D AMR in R-Z geometry. We are 
working actively on completing the 
integration of these new capabilities.  
 

G. Parallel Deterministic Transport 
(PDT)   
Our highest-fidelity models will involve 
running the TAMU PDT code coupled to 
BATSRUS. We have made substantial 
progress on improvements to the PDT 
code, described below, have defined the 
interface required to couple PDT to 
BATSRUS, and have done some testing 
of some elements of the interface. 
However, we chose to prioritize both the 
multigroup diffusion capability and the 
improvements to PDT required for its 
effective use in UQ calculations above 
the completion of the coupling during the 
past year. Our 2009 review and the 
associated report brought forward two 
points of view. On the one hand, 
multigroup diffusion may be sufficient 
for our problem. On the other hand, if we 
really need PDT then it is important to 
get the coupled code running relatively 
soon. We have since realized that we can 
assess the importance of coupling to PDT 
by running identical test radiative 
transport problems, modeled after the full 
CRASH problem, independently in PDT 
and BATSRUS. This is now a high 
priority. The next few paragraphs 
summarize areas of progress with PDT 
during the past year.  
 
Thermal Radiation Transport Solver: 
During the most recent project year we 
have focused significant effort on 
enhancing the performance and 
robustness of the thermal radiation solver. We have implemented an adaptive time step 
that has broadened the set of problems that the code can readily solve. We have 
implemented and tested various options for the time-centering of material properties, 
including an option for full implicit updating of the opacities as well as the Planckian 

 
a) t = 4.77 ns 

 
b) t = 73.3 ns 

 
c) t = 239 ns 

 
Figure 21.  PDT radiation flow through crooked 
pipe (XY Cartesian).  Trad shown; dark blue = 0 
and dark red = 300 eV = Tbdy.  Duct is near 
vacuum; walls have ρκ  = 200 cm–1  One 
frequency group, S4 discrete-ordinates, PWL 
Discontinuous Galerkin.  S4 ray effects are 
visible (as they should be). 
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emission term. We are currently 
adding a general source 
treatment that will allow 
flexible specification of material 
heat sources and radiation-
emission sources, which will 
enable us to run a wide variety 
of verification problems 
including those with 
manufactured solutions. We are 
also adding various initialization 
options for angular intensities 
and material temperatures, 
including the option of reading 
them from a re-start file. 
Finally, work is well underway 
on the implementation of a 
diffusion solver for a gray 
diffusion preconditioner that 
will accelerate multifrequency 
transport iterations. Without 
preconditioning our Krylov methods enable solution of difficult problems (see Fig. 21), 
but the solution of such problems is expected to be much more efficient with the 
preconditioner. 
 
Performance: The computational demands of a full transport calculation are high enough 
that every increase in efficiency (accuracy per unit computational resource) will increase 
the value of the PDT transport capability to our project. With this in mind, the PDT 
development team has devoted considerable effort to both the serial and parallel 
performance of the code. We have been very successful in improving the performance of 
the discontinuous finite-element spatial discretization methods, reducing the solve time 
per unknown by a factor of approximately three. In addition, we are conducting scaling 
studies to identify and correct parallel scaling issues. To date the main issues have been 
in the initialization routines as opposed to the transport solver. Although initialization is 
executed only once per problem, its performance has been poor enough to hamper our 
testing on thousands of processors.  (See Fig. 22.) The most serious issues have been 
identified and, and each is being addressed. Results are encouraging: each change has 
satisfactorily corrected the issue that it was intended to address.  
 
STAPL: The current version of PDT is built on the Parallel Transport Template Library 
(PTTL), which is a predecessor to the Standard Template Adaptive Parallel Library 
(STAPL) that is being created by the TAMU Computer Science team. PTTL has several 
known limitations, including some that affect scaling and others that limit flexibility. The 
Comp-Sci team has been working throughout the project to generate version 1 of the 
STAPL library, and they have recently completed this task to the point that we can now 
begin to port PDT from PTTL to this newly emerging STAPL. We will devote 

 
Figure 22.  PDT weak-scaling results (LLNL Hera) from 8, 
64, and 512 cores.  Vertical axis is transport solution time 
in seconds (without setup time); horizontal is core count.  
“no-comm solve” is a theoretical result for the KBA 
sweeping algorithm in the ideal case of zero communication 
cost.  Setup (initialization) time did not scale and hindered 
testing on larger numbers of cores; this is being addressed 
successfully. 



37 

considerable effort to this porting during the coming year. This will enable PDT to scale 
to larger processor counts and will make it straightforward to add capabilities for 2D 
axisymmetric calculations and calculations with reflecting boundaries. 
 
2D Capability: During the most recent project year we have expanded and tested the 2D 
Cartesian (x,y) capability in PDT, which now successfully runs radiative transfer test 
problems. We have also made progress toward a 2D axisymmetric (r,z) capability, which 
is expected to be the workhorse for most CRASH/PDT simulations. A significant 
difference in (r,z) transport is that during the "sweeping" phase, the solution in a given 
direction depends on the solution in other directions. Previous versions of PDT assumed 
independence (which is true for Cartesian problems) and exploited it in its parallel 
execution. With the new STAPL, it will be much more straightforward (than it would be 
with PTTL) to enforce the dependencies that are demanded by the axisymmetric sweep. 
Accomplishing this and thus creating an (r,z) capability is a high priority for the PDT 
team in the coming project year. 
 
Verification and Regression Tests: We have added various Su-Olsen test cases to our 
regression test suite, and we continue to develop problems with manufactured solutions. 
We have also devised no-hydro test problems that approximate a typical CRASH 
experiment viewed in the reference frame of the shock. These problems will help us 
assess differences among radiation treatments ranging from gray diffusion to multi-
frequency transport, as a function of frequency-group structure, spatial resolution, and 
angular resolution. These assessments will feed into the uncertainty quantification of our 
CRASH simulations.  
 

H. Software testing and verification: Test Matrix 
We have made significant advances on code testing within the CRASH project in the past 
year. These advances include progress in both the number of lines of code covered by 
regression tests and in the maturing of strategies for code verification.  
 
The addition of specific tests is motivated by additions and modifications to the code. 
The overarching testing strategy is motivated by diverse viewpoints, which lead to 
diverse testing strategies and, ultimately, to a diverse collection of tests (see below). 
These viewpoints include: 

• A scientific modeling viewpoint, which leads to testing the implementation of 
terms and sets of terms from the fundamental equations of the models. 

• A software-development viewpoint, which leads to testing the implementation of 
individual and collective subroutines and functions. 

• A feature-based viewpoint, which leads to testing the implementation of code 
features. 

• A user viewpoint, which leads to testing based on experiences with the code, 
especially applying tests based on unexpected code behavior.  
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Over the past year, capabilities of the CRASH code have been added or enhanced. This 
has led to additional testing in the various modules. Key additions include  

• Multi-material advection 
• Heat conduction with uniform diffusion 
• The Reinicke & Meyer-ter-Vehn problem  
• Lowrie test 3 for electron heat conduction (discussed above)  
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Figure 23: The current test matrix for the CRASH project showing the tested code components and features 
along the vertical axis and verification test problems along the horizontal axis. An entry in solid green 
indicates that an implemented test covers the code feature in some way. Yellow indicates a test that is not 
currently implemented, but that we may implement in the future. Gray indicates that the test cannot cover 
the code component in a meaningful way (e.g., a pure hydrodynamic problem cannot test an implementation 
of radiation transport). 
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• Light-front propagation: flux-limited diffusion and discrete ordinates (the latter 
using PDT) 

• Multigroup, flux-limited-diffusion, light-front propagation (see above) 
• Su-Olson problem for propagation of a Marshak wave 
• Matter–radiation equilibration of an infinite medium 
• Simulated radiography for simple shapes having analytic solutions and for shock-

tube images in 2 and 3D. 
 
Figure 23 shows the current test matrix for the CRASH project. Tested code components 
and features are arrayed along the vertical axis with verification test problems along the 
horizontal axis. Each verification test has quantitative pass/fail criterion. As part of the 
testing procedure, each covered solution component (shown in green in the figure) is set 
up to enable a convergence study. These are performed to test for grid and/or time 
convergence, as deemed appropriate. Provision is also made for parallel scalability 
studies, in such test problems where the scope of the problem makes this meaningful. 
 
In the sections that follow we highlight some specific verification tests implemented 
since the last review. 
 

a. Reinicke & Meyer-ter-Vehn 
The Reinicke & Myer-ter-Vehn 
problem is a test of both 
hydrodynamics and heat 
conduction. It extends the familiar 
Sedov–Taylor blast-wave problem 
with the addition of heat conduction 
through a parameterized heat 
conductivity proportional to ρaTb. 
There is an initial “bomb” of energy 
placed at the origin of the domain. 
Similar to Sedov–Taylor, an 
expanding shock front is produced. 
However, in this case, thermal 
conduction dominates the fluid 
flow, and a thermal front precedes 
the hydrodynamic shock. A self-
similar solution exists to the 
problem, against which we compare 
our numerical solution. Results 
versus the reference solution are 
shown in Figure 24. Note that, 
given the dominance of the shock in 
this problem, only first-order spatial 
accuracy is expected and achieved.  

 
Figure 24: Density, temperature, and radial velocity 
for the Reineke & Meyer-ter-Vehn test problem, 
showing both the numerical solution achieved by the 
CRASH code (+ points) vs. the reference solution. 
(Units in the figures are arbitrary.) 
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b. Uniform heat 
conduction 
The problem of uniform 
heat conduction provides a 
fundamental test of the 
implementation of electron 
heat conduction. It tests the 
diffusion in time of thermal 
profiles using constant and 
uniform heat conductivity. 
In the CRASH test suite, 
the problem is 
implemented in both 1 and 
2 dimensions—in 1D, in 
slab geometry, where a 
Gaussian profile is evolved; in 2D, in r-z geometry, where the evolved profile is a 
Gaussian in the z direction and J0 in the r direction. For testing, we use a Crank–Nicolson 
scheme for time evolution and are able to achieve second-order time accuracy. Second-
order accuracy is also seen spatially. The temperature profile for the 2D problem is 
shown in Figure 25 at the initial and final times. 
 

c. Light-front propagation 
Propagating a light front correctly is perhaps the most fundamental test for any radiation 
solver. The CRASH verification test suite implements several versions of the light-front 
problem. This serves to test implementations of the radiation solvers (the approximate 
flux-limited diffusion (FLD) schemes, gray and multigroup, and discrete ordinates in 
anticipation of PDT/BATSRUS coupling). In addition to testing the radiation solver, it 
also serves to test the flux-
limiting scheme used by the 
FLD solutions. The 
multigroup test was 
discussed above.  
 
Propagation of light fronts is 
a challenge for FLD-based 
codes, since the behavior of 
the (more accurate) 
Boltzmann equation in this 
regime is hyperbolic and is 
the regime where the 
diffusion operator is least 
accurate. The problem is 
initialized be setting 
radiation-energy density in 
the computational domain to 

 
Figure 25: Temperature profiles for the 2D uniform-heat 
conduction problem run in cylindrical geometry. Initial and 
final profiles are shown in arbitrary units. 

 
Figure 26: Analytic and numerical solutions for the gray 
light-front problem using CRASH’s gray FLD radiation 
solver. 
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Figure 28. A picture of a stepped target 
with 5 and 10 µm laser-etched slots. 
VISAR and SOP were used to diagnose 
the breakout from the different 
thicknesses of Be. The pink globules on 
the disk are reinforcing glue.  
 
 
 

zero. A boundary condition at the origin of a 
finite radiation-energy density serves to inject 
radiation into the domain as time advances. The 
test is judged successful if the center of the 
evolved front propagates at speed c and that the 
spreading of the front is deemed sufficiently 
small. Figure 26 shows results for CRASH’s 
gray FLD solver using (first order accurate) 
backward Euler differencing. 

d. Su-Olson problem  
A natural extension from light-front propagation 
is the Su-Olson problem, where one propagates a 
light front but, in addition, there is matter–
radiation energy exchange. The problem is 
linearized, with the specific heat proportional to 
T3. CRASH implements this in slab geometry 
and solves the problem in two ways: (i) with 
radiation- and matter-energy density solved 
together and self-consistently and (ii) with the 
radiation-energy density solved alone and the 
matter energy adjusted to maintain energy 
balance. In both cases, comparison to the 
reference solution is very good, and second-order 
accuracy in both space and time is achieved. 
Figure 27 shows the results.  
 
 

IV. 
Experiments  
 
The CRASH team has executed two experiments 
at the Omega laser facility. The most recent 
experiment, the Year 2 experiment, was in 
December of 2009. The Year 2 experiment 
aimed to characterize the initial conditions of the 
radiative shock experiment. The CRASH code 
requires calibrated input from HYADES for the 
laser-driven state; the goal of the Year 2 
experiment was to acquire the data needed for 
the calibration. Also, data from the Year 1 
experiment, acquired in October 2008 has been 
analyzed. The Year 1 experiment focused on the 
repeatability of the radiative shock experiments, 
The results of this analysis have been published5 

 

 
Figure 27: Solution for the Su-Olson 
problem for both matter and radiation 
temperatures. (The label “radiation” 
indicates that the pure radiation-solver 
option in CRASH was employed.) Note 
that the reference solution erroneously 
does not go to zero in the limit of large x as 
it must. The performance of CRASH is 
correct. 
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Figure 29. Shock breakout time versus Be disk thickness. Data from VISAR and SOP are shown. 
Disks were either 19, 20, or 21 µm. Data points are offset to show individual shots. 

by CRASH graduate student Forrest Doss in the journal High Energy Density Physics. 
 
The CRASH Year 2 experimental campaign included 13 shots. The main diagnostic was 
a Velocity Interferometer by Any Reflector (VISAR), which detects the rate of change of 
optical path, and a Streaked Optical Pyrometer (SOP), which records thermal emission. 
The experimental campaign used 4 types of targets. One type was a nominally a planar 
Be disk with a thickness of nominally 20 µm and another type of target was a Be disk 
with 2 laser-etched slots. The slots had nominal thicknesses of 5 µm and 10 µm and a 
slotted or stepped disk is shown in Figure 28. The amount of material removed from the 
disk was measured with an error of ± 0.5 µm. Combined with the error from measured 
total thickness of each disk the total error in thickness of the laser-etched slots was ± 1.1 
µm. Of the 5 disks that were used in the experiment the thickness of the nominally 10 µm 
slot ranged from 8 µm to 12 µm with an average of 9.6 µm and a variance of 2.3 µm. For 
the nominally 5 µm thick slot the average thickness ranged from 3.5 µm to 5.5 µm with 
an average of 4.7 µm and a variance of 0.83 µm.  
 
The majority of the data from the disk shots is analyzed and shown in Figure 29. It shows 
shock breakout time versus the disk thickness from one or two of the VISAR diagnostics 
and from the SOP. Disks were measured to be 19, 20 or 21, with an uncertainty of ± 1 
µm. The target thicknesses are offset by 0.1 µm from one another to make the plot 
clearer. The error in the time measurements from the VISAR diagnostics is ± 20 ps and 
due to spreading of the signal the error in the measurements from the SOP diagnostic is ± 
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Figure 31.  Schematic of experimental targets and x-ray paths 
in the Omega chamber. X-ray images shown are simultaneous 
images from show shot 67.  

30 ps. Horizontal error bars from the thickness of the 
disks are not included in Figure 29. The analysis of 
the breakout from the nominally 5 µm and 10 µm 
slots are ongoing.  
 
The other two targets in the Year 2 experiment were 
for more complex experiments. One was a gas-filled 
target with a thin polyimide window on the end of 
the tube. This would allow the VISAR beam to 
potentially reflect off of the shock, which due to the 
large pressure should be reflective, yielding a 
velocity trajectory for the shock. The fourth target 
type used the SOP to diagnose the shock while 
observing the shock from the side. This was an 
attempt to view the motion of the thermal emission 
from the shock, potentially giving the velocity of the 
shock. The analysis of these experiments is ongoing.  
 
The CRASH Year 1 experimental campaign 
comprised of 11 shots. Figure 30 shows one of the targets. The targets were all nominally 

identical variations on a 
single design, intended to 
quantify aspects of 
experimental repeatability 
related to target 
manufacturing and 
experimental execution. A 
target consisted of a 21 ± 1 
µm Be disk mounted on a 
625 µm OD polyimide 
tube. The tube was filled 
with Xe gas to a pressure 
of 1.14 ± .04 atm, inserted 
into the Omega chamber, 
and then driven by 10 laser 
beams delivering 3.8 ± 
.077 kJ in a 1 ns pulse to 
the Be disk surface. 
Primary diagnostics for the 
Year 1 experiments were 
orthogonal x-ray 
radiography. The 
experiments were imaged 
at nominally 13 ± 0.25 ns 
(0.25 ± is the typical 
uncertainty, but 

 
Figure 30. As-built CRASH Target 
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Figure 32. Positions of shocks measured experimentally in each 
shot, measured in distance from drive disc in µm. Error bars 
shown are worst-case estimates for each piece of data, based on 
displacement of a known feature (tube center) in target 
coordinates to a different relative location in radiography 
coordinates. Shot 52667 contains two points of simultaneous, 
overlapping, and agreeing data. Not shown:  one piece of 16 ns 
data from shot 52661. 

occasionally it is ± 0.5 ns) after the drive. Backlighter illumination times were varied 
slightly through the day. Four shots were timed with 1 ns spacing. A vanadium point-
projection pinhole backlighter was used to create 5.2 keV KeV x-rays, suitable for 
imaging the shocks. The x-ray data was captured on ungated x-ray film. Examples of 
typical radiographic data and for a schematic of the positions of the detectors, main 
target, and backlighters are shown in Figure 31. 
 
Fifteen targets were constructed, of which the 11 most closely matching the construction 
specifications were used in the campaign. The location of the shock had a shot-to-shot 
variation of approximately 5%, conceivably stemming from the 5% uncertainty in Be 
drive disc thickness. The shock positions are shown in Figure 32 for 10 shots. Post-shock 
dense layer widths were used to infer density compression ratios of 17 +5 / -1, 
confirming our presence well within the radiative collapse regime of compression greater 
than ~10. Wall shock analysis3 implied an average shock Mach number relative to the 
precursor of 3.1, and average wall shock amplitudes of 70 µm. The errors on Mach 
number and wall shock extension measurements are ± 0.1 and ± 9 µm, respectively, with 
shot-to-shot variations of  ±  0.16 and ± 14  µm. 
 
At the annual review in October 2009, the review team inquired about the quality of our 
experimental targets. It was suggested that we exchange information with other target 
fabrication facilities, specifically General Atomics. Recently, we have begun such an 
interchange of information. We recently co-assembled HED targets with LLNL for a 

Kelvin-Helmholtz 
instability experiment 
performed on the Omega 
laser facility. Freddy 
Hansen, a General 
Atomics employee and PI 
of the experiment, used 
the University of 
Michigan metrology 
station to metrologize the 
targets. Freddy has 
considerable experience 
executing HED 
experiments, which 
includes target metrology. 
Freddy has written a 
detailed comparison of the 
LLNL system and the 
Michigan system and has 
suggested improvements 
for both systems. The 
majority of the 
suggestions for Michigan 
were to make the system 
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easier to use. However, some changes, such as increasing the magnification on the main 
camera and using a colored light filter could increase the accuracy of measurements. 
Michigan students are currently working on implementing some of the suggested 
changes. 
 

V. Educational Status and Plans  
 
Our current roster of graduate students associated with the CRASH center come from six 
departments at Michigan (Aerospace Engineering; Atmospheric, Oceanic and Space 
Sciences; Applied Physics, Nuclear Engineering and Radiological Sciences; 
Mathematics; Statistics) and two departments at TAMU (Computer Science, Nuclear 
Engineering).  Students are funded directly by the grant, by fellowships from cost-
sharing, and by other fellowships or grants but doing research supported at least in part 
by CRASH. Several students have previously spent one or more summers at an NNSA 
lab. Two students visiting the labs in 2009, and we are working on setting up 2010 visits 
for several students (see Table 6).  
 
    Table 6. Students seeking to spend time at an NNSA lab in 2010.  

Student Lab Contact 
Channing Huntington LLNL Bruce Remington 
Dave Starinshak LLNL Brian Spears 
Hayes Stripling LLNL Pieter Dykema 
Daniel Zaide Pending Pending 

 
Students, besides meeting with their individual advisors, attend meetings of the group 
roughly every two weeks. These meetings consist of a mix of review talks, introducing 
members of the group to the underlying technologies of the CRASH center, and specific 
students speaking about their research. In addition, students were involved in 20 of the 
posters presented at the annual review. 
 
The primary educational effort this year has been on course development. In the fall 
semester, a new course was offered at TAMU. Its emphasis was on verification, 
validation, sensitivity analysis and uncertainty quantification. Prof. Ryan McClarren was 
the lead instructor; he developed and offered the course, with 10 students from a number 
of departments in attendance. In the winter semester, a new course is underway at 
Michigan. It is team-taught by Profs. James Holloway, Vijay Nair and Ken Powell.  It is 
focused on input/output modeling, screening and sensitivity analysis and uncertainty 
quantification.  Students develop a simple simulation code, and exercise some basic 
uncertainty quantification and sensitivity analysis on that code. In the latter half of the 
semester, students will be organized into groups of three or four, to apply the techniques 
they have learned in the course to simulation codes they are using in their research. The 
course meets three times a week: two lectures and one computer-lab session. Twenty 
students attend the course. Several of these students, and several from outside the 
CRASH project, are enrolled in the Scientific Computing certificate program. This 
program requires several courses in numerical methods, several courses in computer 
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science, in addition to the requirements for the PhD in the student’s home department. 
Some of the CRASH students enrolled in the certificate program are pursuing the 
Predictive Science track of the Scientific Computing certificate.  
 

VI. Graduate Student Research  
 
Computational and Statistical Students: 
 
Eric Baker and his PhD advisor Edward Larsen have been developing a model for 
simuLating radiation transport in a system that is so geometrically complex that it can be 
understood as "random." Currently, the only available method for such systems is the 
"atomic mix" method, in which the material cross sections (opacities) are volume-
averaged. The atomic mix method is accurate when the "chunks" of the two (or more) 
materials are optically thin, but not when the chunks are not thin, and it has been a long-
standing problem to obtain a simple but accurate model for radiation transport in such 
random-media problems. The research that Eric is doing is based on a recent PhD project 
by another of Prof. Larsen's students, in which the transport equation is replaced by a 
more complex equation in which the distribution function for distance to collision is not 
exponential. This non-exponential distribution function is obtained by sampling the 
random histories of a large number of Monte Carlo particles in a large number of 
realizations of the random system. That previous work was successful; now Eric is 
attempting to simplify the method so that it can be more easily used in practical 
problems. Eric's results so far are limited to 1-D, but are promising. 
 
Three-dimensional radiation transport calculations with moderately good spatial, angular, 
and energy resolution remain challenging even on modern supercomputers. This will 
limit the number of high-fidelity calculations that will be possible. Thus, every increase 
in efficiency (accuracy per unit computational resource) will increase the value of the 
transport capability to the project. One way to increase efficiency is to make the required 
iterations converge more rapidly, and one proven way to do this is to use a diffusion-
based preconditioner. Anthony Barbu has devised a particularly efficient diffusion-
based preconditioner that he has shown to be effective given transport discretizations of 
the type used in PDT. [Reference: A. P. Barbu and M. L. Adams, "Semi-Consistent 
Diffusion Synthetic Acceleration for Discontinuous Discretizations of Transport 
Problems," Proc. Intl. Conf. on Mathematics, Computation, and Reactor Physics, 
Saratoga Springs, NY, May 3-7 (2009). CD-ROM.] He is now implementing this 
preconditioner in the PDT code. 
 
Dr. Jesse Cheatham (now graduated and working at Oak Ridge National Laboratory) 
has provided a detailed and systematic investigation of the time truncation error in the 
Implicit Monte Carlo (IMC) and Carter-Forrest (CF) methods of radiative transfer Monte 
Carlo.  This work has led to the identification of the leading source of truncation error for 
both the IMC and CF methods.  This analysis suggests that by applying a predictor-
corrector to estimate the opacity at the middle of the time step, the CF method can be 
made a second order accurate method in nonlinear problems.  Dr. Cheatham’s work has 
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also examined the spatial discretization error known as photon teleportation and shown 
that a maximum-entropy functional expansion tally can be used to reduce this source of 
error.  The temporal truncation analysis has also suggested a new time-step controller for 
radiative transfer problems, based on controlling the change in the opacity during a time 
step. 
 
Jason Chou has been a key player in the one-dimensional uncertainty quantification 
analysis of the CRASH code during the past year.  He has developed automatic software 
pipelines for handling large numbers of simulations for both the shock tube and the 
CRASH experiment simulations and has developed feature extraction algorithms for both 
cases.  He has also carried out resolution studies and variable screening to help determine 
the appropriate parameter space to explore for the 1D CRASH UQ study. Recently, he 
has been looking into the generation of unphysical oscillations at material interfaces 
when hydrodynamics is coupled with gray diffusion and its potential role in producing 
artifacts in multidimensional simulations. 
 
Dr. Greg Davidson and his PhD advisor Edward Larsen have developed a new 
"Staggered Block Jacobi" (SBJ) method for time-discretizing the Boltzmann transport 
equation which (i) does not require sweeps, (ii) is unconditionally stable, (iii) is highly 
accurate for optically thick, diffusive problems, (iv) is trivially parallel, and (v) allows for 
multiphysics simulations without an operator split. Greg developed the SBJ method, and 
he encoded and tested it for linear 1-D "neutron" transport problems and nonlinear 1-D 
thermal radiation transport problems. The SBJ method is highly accurate for optically 
thick systems in which radiation waves travel only through a fraction of a cell during a 
time step. However, for problems containing optically thin subsystems, in which 
radiation travels long distances during a time step, the method becomes less accurate 
unless extremely small time steps are used. Overall, the new SBJ method complements 
the current well-known sweep-based methods, which are (i) not easily parallelized, (ii) 
efficient for optically thin systems, (iii) problematic for optically thick systems, and (iv) 
require time-splitting for multiphysics simulations. Greg defended his PhD in December, 
2009. He is now a staff scientist at Oak Ridge National Laboratory. 
 
Over the last year, Jarrod Edwards has performed a study reLating to the application of 
the Trapezoidal/BDF-2 time discretization scheme to non-linear radiation diffusion.  The 
trapezoidal/BDF-2 method offers several advantages over more commonly known 
second-order schemes such as the Crank-Nicholson scheme, the BDF-2 scheme, and the 
linear discontinuous-Galerkin scheme.  We have defined several non-linear variants of 
the Trapezoidal/BDF-2 scheme and compared their performance on a set of test 
problems.  An article on this work is now being prepared for submittal to the Journal of 
Computational Physics.  Once this article has been completed, Jarrod will begin applying 
the trapezoidal/BDF-2 method within an IMEX method (a multiphysics solution 
technique based upon a combination of explicit and implicit time integration) for solving 
the radiation-hydrodynamics equations. 
 
A significant challenge in many UQ efforts, including that of CRASH, is how to handle 
large numbers of uncertain inputs such as EOS relations and opacities (which depend on 
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temperature, density, and frequency). One goal of CRASH is to develop, employ, and 
evaluate methods for dimension reduction in such cases. Adam Hetzler is working under 
the direction of M. L. Adams and R. McClarren to tackle dimension reduction for the 
opacities that are currently being generated by I. Sokolov. In Sokolov's model these 
opacities depend on models of the state of the plasma but also on ionization potentials 
and excitation energies, which are themselves uncertain. The ultimate goal of dimension 
reduction for opacities will exploit the dependence of the uncertainties of the model's 
opacities on the uncertainties in ionization potentials and excitation energies. Adam is 
working to characterize this dependence. Dimension reduction may also exploit 
correlations among the large set of numbers that characterize a material's opacity -- 
correlations that are buried in Sokolov's model. This we expect to address later. 
 
Kwok Ho (Marcus) Lo is a doctoral candidate in Aerospace Engineering, advised by 
Prof. Bram van Leer. He is expected to defend his dissertation in April 2010. His research 
project is the development of a space-time discontinuous Galerkin code for the Navier-
Stokes equations. The code makes use of the principle of "recovery" developed Van Leer 
and collaborators since 2004. This principle replaces a discontinuous discretization with a 
higher-order smooth representation that has the same L2 projection on the contributing 
meshes. The space-time marching scheme is a nontrivial extension of Hancock's 
predictor-corrector scheme for the Euler equations; it is significantly more efficient than 
its competitor, the Space Time Extension (STE) method of C.-D. Munz et al. Much of the 
dissertation is dedicated to the accuracy and stability analysis of the underlying linear 
scheme on regular and irregular grids. 
 
Over the past year, Colin Miranda has been studying and implementing uncertainty 
quantification (UQ) algorithms that incorporate adjoint solutions for improved efficiency.  
Existing UQ algorithms based on stochastic expansion and response surface generation 
rely only on scalar output values and hence become expensive for large input dimensions 
or order expansions.  Adjoint solutions provide output gradients as well as values, and 
this extra information can significantly improve the accuracy of the constructed response 
surfaces.  However, making use of this gradient information is not trivial when the 
dimension of the input space is large or when non-tensor product sampling is employed.  
To this end, Colin has identified six multi-variate interpolation techniques into which 
gradient information can be incorporated.  He has implemented each of them in multiple 
dimensions, and he has analyzed their performance for an analytic input-to-output model.  
He has documented the implementation, advantages, and disadvantages of each method 
in a report.  The next step will be to submit this report to a journal as a review 
publication.  In addition, Colin will work on applying the modified UQ algorithms to a 
radiation-hydrodynamics test case, using a discontinuous Galerkin solver with adjoint 
capability. 
 
Tiberius Moran-Lopez (Ph.D. candidate) Is exploring the effects of turbulence on 
radiative gas dynamics.  Preliminary work is to analyze a self-similar Taylor-Sedov blast 
wave with turbulence described by a K-ε turbulence model.  Parameters of interest are the 
gas density, velocity, pressure, radiation energy density and flux, turbulent kinetic 
energy, and its dissipation rate.  The self-similar solution satisfies a system of implicitly 
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defined nonlinear ODEs, the solution of which is being investigated through an iteration 
on second derivatives in the ODEs (which arise only because of turbulent effects) and the 
turbulent terms in the boundary conditions at the shock.  Potential applications of these 
studies include astrophysical events, inertial confinement fusion (IFC), and high energy 
density phenomena. 
 
Ashin Mukherjee is a second year PhD student in Statistics. He is still working on 
developing a thesis research topic. It is expected that he will work with Professor Nair 
and Associate professor Ji Zhu. Ashin has also been providing data analysis support for 
the UQ resarch team, fitting MARS, MART and other models to the computer 
experiment data. He is also providing support to Professors Holloway, Powell and Nair in 
the new UQ course that they are teaching. 
 
Nick Patterson (advisor: Thornton) has worked on automatic feature detection algorisms 
over the past eight months, He succeeded in developing Matlab and IDL programs that 
identify the shock front, wall positions, and the kink location in both experimental and 
simulated radiographs, as well as the wall shock for the simulated radiographs.    He is 
now moving onto his thesis project on radiative transfer in heterogeneous media. 
 
Dave Starinshak (Mathematics) has been working on numerical discretization aspects of 
compressible multimaterial flow models using level-sets. It is well-known that naive 
discretization schemes may generate non-physical oscillations across material fronts, and 
consequently may trigger physical instabilities and false dynamics in multidimensional 
flow. By now, there are various established strategies to circumvent these oscillations in 
pure multimaterial fluid dynamics set-up. Dave is looking to extend these ideas to flow 
models that also include radiation energy equation with gray diffusion and an energy-
exchange source term coupling matter and radiation. We currently use a simplified 1D 
model that we hope retains the main computational issues observed in the full 3D 
CRASH code, and try to understand the additional difficulties due to radiation energy and 
energy-exchange terms. We also work on extending current two-material algorithms to 
flows consisting of three fluid components, in the spirit of CRASH, and study strategies 
for implementing level sets to track material fronts in this context. 
 
Methodologies for uncertainty quantification (UQ) and predictions are becoming more 
complicated and are being used to support high-consequence decisions. It is important to 
assess how accurately these methods quantify uncertainty and make predictions. For 
example, if a methodology claims that one can predict a certain class of outputs to within 
10% of reality, how does one know that this figure is meaningful? How does one know 
that a given UQ methodology does not systematically under- or over-predict 
uncertainties? Hayes Stripling is working under the direction of M. L. Adams and in 
collaboration with P. Dykema of LLNL to develop and employ a "method of 
manufactured universes" (MMU) to assess methodologies and software such as the 
Kennedy-O'Hagan model and its embodiment in software from the LANL statistics 
group. MMU works as follows:   

1. Define laws that govern the manufactured universe. This means creating 
mathematical models that define the laws and constants that go into the models.   
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2. Create “experiments” by defining physical problems and using the manufactured 
laws to create exact output quantities of interest (QOIs). Then create “measured 
data” by perturbing these output QOIs using an error model, if desired.   

3. Define an approximate model on which the UQ methodology is to be tested. (For 
example, this could be grey diffusion if the manufactured reality is multi-
frequency Boltzmann.)   

4. Define approximate physical constants and prior estimates of uncertainties. These 
will serve as uncertain inputs in the test. (An interesting case would be testing 
how various UQ methodologies behave when input-parameter uncertainties are 
over- or under-estimated.)   

5. Apply the given methodology to the collection of {approximate model, uncertain 
input constants, uncertain measured data}.   

6. Define a new set of experimental problems and predict the values of the new 
QOIs, using what was learned from the given methodology. The methodology 
should give an estimate for how closely the predictions should match the real 
measured data.   

7. Generate the “real” new QOIs, using the manufactured laws, and new “measured 
data,” using measurement-error models if desired, and compare against the 
predictions.   

8. Develop and apply metrics to quantify how well the given methodology 
performed.   

9. Repeat with variations on approximate models, measurement-error models, “data” 
uncertainties, UQ methodology, and universal laws.   

10. Determine when and why existing methodologies fail and devise improvements. 
 
Dan Zaide has been researching basic algorithm advances for flows related to the 
CRASH problem.  He has worked jointly with another CRASH graduate student 
(Tiberius Moran-Lopez) on incorporating turbulence models into radiative shock 
modeling; this work was done in collaboration with Oleg Schilling of LLNL, and was 
presented at the APS fluids meeting in November of 2009.  Dan has also looked at ways 
to improve Lagrangian methods for multi-fluid flows, leading to a presentation (with 
Prof. Phil Roe) at a Multi-Material Fluids and Structures meeting.  Dan's primary work 
has been adding rad-hydro capabilities (based on a P1 closure) to a Discontinuous 
Galerkin code developed by Prof. Chris Fidkowsky. 
 
Zach Zhang is a 3rd year PhD student in the Statistics Department. He is working with 
Professor Vijay Nair and Associate Professor Ji Zhu on his dissertation. He was advanced 
to candidacy over the past year. His thesis research involves studying both Bayesian abd 
frequentist methods for modeling and analyzing the ouputs of computer models in large-
scale simulation experiments and combining them with field data. In particular, over the 
past few months, he has been studying the calibration problem and has obtained some 
results connecting the frequentist spline-based methods and the Bayesian methods. He 
has developed a pseudo-likelihood approach for estimating the calibration parameter that 
appears to be computationally faster than the Bayesian approach. In addition, he has also 
been providing data analysis support for the UQ research team. He is currently helping 
Professors Holloway, Powell and Nair in the new UQ course that they are teaching. 
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Experimental Students 
 
The research of the experimental graduate 
students is supported at least in part by 
CRASH, but also by the Stewardship Sciences 
Academic Alliances program and the National 
Laser User Facility program, both funded by 
Defense Sciences within NNSA.   
 
Graduate student Forrest Doss in continuing 
work begun by Dr. Amy Reighard Cooper, 
now employed by LLNL and doing shots on 
NIF. Amy developed the radiative shock 
experimental platform that is the basis for 
much of our further work with radiative 
shocks. This platform uses Omega to irradiate 
a Be disk for 1 ns at ~ 7 x 1014 W/cm2, 
accelerating the Be to above 100 km/s and 
launching a shock into a gas-filled shock tube 
at an initial velocity near 200 km/s. Using Xe 
or Ar gas creates a radiative shock, in which 
radiation from the shocked material heats the 
upstream layer. The energy loss from the 
shocked layer in turn leads to a large increase 
in its density. In the Xe case, the shocked layer 
becomes optically quite thick to the thermal 
radiation (at near 50 eV). Amy published a 
number of papers describing her work to 
develop this system and initial observations of 
it.9-12 Some additional papers related mainly to the theory of such systems were published 
by Prof. Drake and collaborators.13-15 Amy’s work set the context in which we were able 
to obtain funding for the Center for Radiative Shock Hydrodynamics (CRASH), which is 
greatly increasing our ability to support similar experiments with multi-dimensional 
modeling and has partially supported the work described below.  
 
Forrest Doss was subsequently challenged to understand the many interesting details that 
can be seen in the radiographs of the radiative shocks in Xe. These are illustrated in 
Figure 33. Forrest has made great progress in this. He was the person who identified the 
features labeled in Figure 33 as wall shocks, produced when radiation from the primary 
shock ablates the walls of the shock tube. He did this first by examining Amy’s 
radiographs in the context of simulations he was doing using HYDRA. He then obtained 
improved data like that shown in the figure, in which  the wall shocks are very evident, 
and published the results.3 He also has published an analysis of the reproducibility of the 
properties that may be observed in the radiographs.5 In the radiographs, one can see 
structure in the dense Xe layer that is probably related to a variant of the Vishniac 

 
Figure 33. (a) Schematic of a radiative 
shock experiment. (b) Schematic of 
features in radiograph. (c) Radiograph. 
The structure in the dense Xe may be due 
to a Vishniac-type instability.   
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instability, well known to cause modulations in thin, expanding astrophysical shells. 
Forrest has just resubmitted his paper2 on the theory of the modified instability to the 
Astrophysical Journal, and is continuing experiments to attempt to find clearer evidence 
of it.  
 
Graduate student Tony Visco was challenged to better diagnose the Ar-gas variant of this 
type of system (where features are spread out enough that one can hope to diagnose them. 
He has done experiments at Omega that used UV Thomson scattering, streaked optical 
pyrometry, and x-ray Thomson scattering to diagnose these plasmas. He is now analyzing 
data and working on papers reporting the results. Tony also participated in some 
measurements to understand spectrometer behavior with short laser pulses, which led to a 
publication.16    
 
Graduate student Channing Huntington was asked to further advance x-ray Thomson 
scattering techniques, and has been developing methods to enable us to more distinctly 
determine the spatial profiles of temperatures and ionization in the radiative shocks with 
Xe gas. He performed some experiments on Omega in 2009 and will again be shooting in 
March 2010. Chan, with graduate student Christine Krauland, also developed and is 
publishing6 an analysis of imaging x-ray scattering as a diagnostic technique. We have 
very high hopes for this technique in the NIF context. It remains to be seen whether we 
can get enough x-rays from Omega to make it effective there. Chan also did some 
experiments on the high-intensity HERCULES laser at Michigan, in collaboration with 
Karl Krushelnick’s group, which should lead to at least one publication. Christine is now 
developing an experimental design for an experiment with colliding radiative shocks, 
which should push us to much-higher-density shocked matter. We have hopes that this 
will develop into a novel direction for future research. First-year graduate student Rachel 
Young, who has an interest in design, will be using the CRASH code to contribute multi-
dimensional modeling of these potential experiments.  
 
Graduate student Eliseo Gamboa has a significant interest in instrumentation. We have 
teamed him with David Montgomery at LANL to develop and use an imaging x-ray 
spectrometer for imaging x-ray Thomson spectroscopy. His ultimate goal is to develop a 
system that can effectively be fielded through one diagnostic inserter (TIM) on Omega. 
This will enable one to obtain well-resolved spatial profiles of temperature and 
ionization, and will be useful to a very wide range of experiments in addition to our work 
with radiative shocks. Eliseo’s initial graduate student project involved the completion of 
a system for directly measuring the charge bunches produced by microchannel plates. 
This system will allow a more definite understanding of the noise properties of x-ray 
images produced using microchannel-plate intensifiers. He will be submitting a paper to 
Reviews of Scientific Instruments this spring. This continues our long-term exploration 
of these devices, which previously led to a publications by Eric Harding17 on optical 
pulse height measurements and modeling and by an undergraduate student18 on the use of  
transmission photocathodes with them.  
 
Our nonlinear hydrodynamics thrust has included work on instabilities driven by blast 
waves like those produced when supernovae explode, and work to observe the Kelvin-
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Helmholtz instability under high-energy density conditions. Dr. Carolyn Kuranz 
completed her thesis work by making significant advances in our measurement 
techniques and experimental understanding of the blast-wave-driven case. Her work on 
measurements led to very substantial improvements in the quality of our radiographic 
data in all contexts.19-21 She also realized that there are wall shocks in our hydrodynamic 
experiments, produced by early effects of the laser-plasma interactions, and used these to 
obtain an estimate of the early heating of the shock-tube walls.22 In addition, we 
participated in a study to explore the effect of increased preheat using the front-tracking 
code FronTier23. Carolyn has published a sequence of experiments in which the initial 
conditions for the blast-wave-driven instabilities were varied, in an experiment scaled to 
the explosion dynamics of a well-known supernova (SN 1987A). These experiments24,25 
and related simulations26-28 showed that some of our preconceptions about the impact of 
varying the initial conditions were not correct. Carolyn also observed that the 
morphology of the spikes of dense material penetrating the less-dense material has a 
number of mysterious features.29 These mysterious features are potentially related to 
magnetic-field generation within these targets,30 among other possibilities. In work going 
on now, junior graduate student Carlos DiStefano is experimentally investigating these 
features both by varying the target properties and by doing experiments that can detect 
magnetic fields if they are present. In a related effort, we developed and published31 a 
design for a NIF experiment on blast-wave-driven instabilities, in which it will be 
possible to use a diverging system with two interfaces, with the masses of various layers 
scaled to those in the pre-supernova star.  
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